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ABSTRACT
Complex event processing (CEP) is employed to detect user-specified
patterns of events in data streams. CEP mechanisms operate by
maintaining all sets of events that can potentially be composed
into a pattern match. This approach can be wasteful when many
of the sets do not participate in an actual match and are therefore
discarded.

We present DLACEP, a novel framework that fuses deep learn-
ing with CEP to efficiently extract complex pattern matches from
streams. To the best of our knowledge, this is the first time deep
learning is employed to detect events constituting a pattern match
in the realm of CEP. To assess our approach, we performed exten-
sive empirical testing on various scenarios with both real-world
and synthetic data. We showcase examples in which our method
achieves an increase in throughput of up to three orders of mag-
nitude compared to solely employing CEP, while only suffering a
minor loss in the number of detected matches.
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1 INTRODUCTION
Complex event processing (CEP) is employed to extract real-time
patterns from massive amounts of data in highly practical areas
such as healthcare, stock trading, and IoT analytics [9, 18, 96].

Let’s look at the following example of a pattern matching prob-
lem in the financial domain:

Example (1). A stock market application monitors stock prices
in a data stream. The application must notify the user upon each
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occurrence of the following scenario: an arrival of a stock named A,
followed by the arrival of a stock named B, followed by the arrival
of a stock named C, such that the stock price of C is higher than the
stock price of both A and B.

The stream of stock prices is processed by an evaluation engine
that outputs the pattern matches. A depiction of a general pattern
matching system is provided in Figure 1(a).

We assume that each item in the stream contains the stock
name and its current price 𝑝 . The items of similar format are pre-
partitioned and referred to as primitive events. The subsequent
matches are the subsets of different events that conform to the pat-
tern conditions. In Example(1), we are looking for arrival-ordered
subsets of size 3 that contain specific event types and conform to
certain numerical conditions.

The CEP engine evaluates each primitive event to decide whether
it can participate in a match. Since all matches are required to be
emitted, any event that is applicable to the pattern is stored for
possible later use as part of a match. The stored events are composed
together into subsets that may or may not eventually be extended
into matches. A newly arrived event is combined with all currently
stored subsets for possible extension. This method is wasteful in
terms of processing time when the data contains many subsets that
end up being discarded.

Non-deterministic finite automaton (NFA) is the most popular
CEP evaluation mechanism. [16, 18]. Each NFA state represents a
different match prefix. Each evaluated event instigates an automa-
ton transition and possible prefix storage within one of its states.
An NFA-based CEP evaluation is depicted in Figure 2, and illustrates
the problem described earlier. In this example, there is only one
match in the stream, consisting of the events 𝐴1, 𝐵1, and 𝐶1. The
majority of stored prefixes are discarded. The real-world domain of
stocks contains many more complicated pattern examples, such as
simultaneously monitoring fluctuations of dozens of stock prices.

The wasted processing time grows exponentially with the length
and the complexity of the detected pattern. This calls for a revi-
sion in strategy when attempting to extract pattern matches from
streams.

To overcome this challenge, we propose relaxing the constraint
to return all possible matches and, in return, maintain resource
efficiency throughout evaluation. This approach is known as ap-
proximate complex event processing (ACEP).

We implemented this approach in our system using deep learning
methodologies. To the best of our knowledge, this is the first time
a deep learning (DL) approach is being used in the field of CEP to
detect primitive events constituting pattern matches within streams.
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Our system contains the first CEP engine that integrates neural
network capabilities for complex pattern detection.

In recent years, DLmodels have demonstrated remarkable achieve-
ments in numerous fields [33, 47, 55, 57, 62]. The DL models de-
signed for pattern detection have a constant processing time when
it comes to most pattern or data properties, such as the amount of
applicable events. This paves the way for a paradigm that extracts
matches without maintaining every possible viable subset, thus
significantly alleviating computational complexity.

(a) A general pattern matching system. An evalu-
ation engine outputs pattern matches residing in
the input stream.

(b) A filtration-based ACEP system integrating a
CEP engine. In our system, ACEP filtration is per-
formed by a DL model.

Figure 1: Traditional patternmatching vs. filter-based ACEP

Figure 2: Example of CEP pattern matching. The input
stream is the same as in Figure 1(b). Each match prefix is
stored within the relevant automaton state. Orange rectan-
gles denote discarded prefixes.

However, utilizing neural networks to fully replace the CEP pro-
cess is not viable. CEP engines not only detect primitive events
relevant to the targeted pattern, but also group them into pattern
matches. Since neural networks serve as function approximators,
the latter operation of grouping the input into subsets is extremely

challenging for a neural network to learn and execute [92]. In addi-
tion, deep learning models are typically used to process unstruc-
tured data such as text or images to identify proximate temporal
or spatial features. In contrast, CEP patterns encompass arbitrarily
convoluted temporal and spatial dependencies with events having
large temporal gaps. Consequently, a trivial solution substituting a
CEP mechanism with a neural network is not sufficient and more
advanced approaches are needed.

Our proposed solution, that we call DLACEP, overcomes the
above difficulty by combining a DL model suited for complex pat-
tern detection with a traditional CEP engine, with the former in
charge of identifying the relevant primitive events and the latter re-
sponsible for grouping them into matches. The DL model is trained
on a stream labeled according to monitored patterns. Afterwards, a
new stream is evaluated by the DL model in an attempt to mark all
events that participate in matches. Thereafter, only marked events
are relayed to a CEP engine for match extraction. An illustration
of a filtration-based ACEP system is shown in Figure 1(b). This
combination can dramatically decrease processing.

The contributions of this paper can be summarized as follows:
• A formal definition and study of approximate complex event
processing (ACEP), which improves the processing perfor-
mance of current CEP systems.

• A novel filtration-based ACEP framework utilizing deep
learning to extract applicable events from the input stream
and CEP to group these events into pattern matches. To the
best of our knowledge, this is the first system of its kind.

• An LSTM [31] based implementation of our novel framework.
We adapted our DL models to overcome inherent problems
that arise when employing neural networks to perform grad-
ual stream processing.

• An extensive experimental evaluation of our method on
real-world and synthetic data, investigating the different
parameters affecting its superiority over baseline CEP. We
demonstrate considerable speed-ups in real-life use cases.

The remainder of this paper is organized as follows. Section 2
provides background on CEP and deep learning, and introduces
the notations used throughout the paper. In Section 3, we formally
define and discuss the ACEP problem. Section 4 provides a detailed
overview and specification of DLACEP. We report the results of
our experimental evaluation in Section 5 and conduct a thorough
analysis of them. Section 6 discusses related work while Section 7
concludes the paper and addresses our future work.

2 BACKGROUND AND TERMINOLOGY
2.1 Complex Event Processing
Overview. Formally, a primitive event is defined as a tuple (𝑁, 𝐹, 𝑡),
where 𝑁 is the event type, 𝐹 = {𝐹1, 𝐹2, ..., 𝐹𝑚} is an attribute set
of fixed size, and 𝑡 is a timestamp of the event occurrence. Events
arrive to a CEP system in the form of an infinite stream, possibly
from multiple sources and at different frequencies.

CEP engines match between events located within the same
context called a window. Windows are usually either count-based
or time-based. A count-based window of size𝑊 includes𝑊 subse-
quent events, while a time-based window of the same size contains
a batch of events occurring within𝑊 time units. Adjacent windows
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may intersect and overlap. Figure 3 illustrates the above. We em-
phasize that the number of events in each count-based window of
size𝑊 is fixed at𝑊 . Windows based on different semantics [2, 56]
are beyond the scope of this paper and will be covered in our future
work.

Pattern conditions convey the relations between the attribute
values of different events. A common implicit condition defines an
order of event occurrence. Patterns including such an ordering are
also called sequence patterns. The patterns are usually specified by
domain experts and expressed using event specification languages.

Let us demonstrate the definition of a stock-related pattern:

SEQ (𝐺𝑂𝑂𝐺 𝑎,𝐴𝑃𝑃𝑙 𝑏,𝑀𝑆𝐹𝑇 𝑐 , 𝐼𝑁𝑇𝐶 𝑑 ,𝐴𝑀𝑍𝑁 𝑒)
WHERE (0.55 · 𝑎.𝑣𝑜𝑙 < 𝑏.𝑣𝑜𝑙 < 1.45 · 𝑐.𝑣𝑜𝑙) ∧ (3 · 𝑒.𝑣𝑜𝑙 < 𝑑.𝑣𝑜𝑙)
WITHIN 1 minute

A match satisfying this pattern consists of five specific stock up-
dates with a certain volume correlation, found within one minute
of each other. This specification illustrates the most basic elements
constituting a CEP pattern: (1) an expression describing the way in
which primitive events should be combined by CEP event opera-
tors, which in this case uses a simple sequence operator; (2) a list
of conditions under the WHERE clause; and (3) a time window size
𝑊 declaring the maximal time difference between the events in a
pattern match, noted here using the WITHIN clause.

In addition to the sequence operator [93], other widely used CEP
operators include negation (NEG), Kleene closure (KC), disjunc-
tion (DISJ), and conjunction (CONJ) [38]. Negation is unique in
the sense that it requires certain event types or conditions to not
appear in pattern matches. Overall, DLACEP supports all popular
CEP operators: SEQ, NEG, KC, DISJ, and CONJ. DLACEP currently
supports count-based window type

An additional part of the pattern definition is the selection strat-
egy, specifying how events are selected and consumed from the
input stream. In this paper, we exclusively assume the skip-till-any-
match strategy, which poses no restrictions on event inclusion in
a match. It was shown in [3] that this policy is the most challeng-
ing to support from the performance standpoint since it involves
creation of a worst-case exponential (in the number of events in a
window) number of partial matches.

The requirement to emit all stream matches imposes the exami-
nation and possible storage of every primitive event. Events deemed
applicable are iteratively assembled together, possibly resulting in
a pattern match. A set of events that meets all pattern requirements
imposed on them but lacks additional applicable events is referred
to as a partial match. In Figure 2, all denoted proper prefixes such
as 𝐴1𝐵1 are partial matches. A set of primitive events that fulfill
all pattern requirements including the required match length is
denoted as a full match.

Limitations of CEP. When events arrive at a high rate, eval-
uation time quickly becomes a performance bottleneck since the
number of partial matches is exponential to the number of events
within the time window [93]. A number of research methods have
been introduced to increase evaluation efficiency, as detailed in
Section 6.

2.2 Deep Learning
RNNs. Recurrent neural networks (RNNs) are designed to capture
temporal dependencies within sequences of data. It has been shown
that over long sequences, RNNs demonstrated biases towards more
recent inputs in the sequence, due to the vanishing and exploding
gradients problem [59, 78].

LSTMs. To combat the above issue, long short-term memory
(LSTM) network architecture was proposed [31]. Due to its ability
to model long-term dependencies, it can be employed on large
sequences such as data streams. This network accepts a vector
𝑥 = (𝑥1, 𝑥2, .., 𝑥𝑛) as an input and processes the vector from left to
right in time-steps. In each time step, a same-sized sequence denoted
as a hidden vector ℎ = (ℎ1, ℎ2, .., ℎ𝑛) is emitted. The hidden vector
encapsulates information about the sequence at each time-step.

Further improving upon the LSTM model is the BiLSTM model
[26]. A BiLSTM layer is composed of two separate LSTM layers.
An input sequence is evaluated from left to right by one layer and
from right to left by the other, relaying a forward hidden vector and
a backward hidden vector, respectively. This allows the model to
use both past and future context to perform more knowledgeable
predictions. This is especially important in the realm of CEP, where
an event is often determined to be part of a full match only after
the examination of future stream events.

CRFs. BiLSTMs are often used in combination with conditional
random fields (CRFs) [43, 79] to tackle sequence labeling prediction
problems where neighboring inputs demonstrate complex depen-
dencies. A CRF layer models a joint label distribution by capturing
dependencies across adjacent labels. BI-CRF [58] is a bi-directional
version of CRF that allows us to model more convoluted dependen-
cies.

Performance bound. A network generalization bound is typ-
ically an upper bound on the test error, based on some quantity
that can be calculated on the training set. For most networks, their
generalization bound remains largely unexplained [4]. For this
reason, we are unable to give exact performance bounds for our
networks; instead, we empirically demonstrate the effectiveness of
our solution on various cases in the experimental section. We refer
the reader to a comprehensive study of generalization bounds [35],
showcasing the effects of different network types, hyperparameters,
and datasets on generalization capacity.

3 ACEP PROBLEM FORMULATION
In this section, we formally define and analyze the approximate
CEP (ACEP) problem that will be solved in the next section.

3.1 Formal Definition
We start by defining a global set of pattern matches within a stream.

Definition (1). Let 𝑠 be a stream of primitive events e1, e2, ..., en,
and let P be a monitored set of patterns with window sizes𝑊 . We
define the union set of all window matches of patterns in P within
the stream as𝑀 (𝑠)P .

Without loss of generality, we assume |𝑠 | and therefore |𝑀 (𝑠)P |, is
finite; this can be readily extended to the infinite case. The problem
that exact CEP (ECEP) solves can be formulated as follows:
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(a) Count-based window evaluation.The fixed window size is 3. (b) Time-based window evaluation. The maximal timestamp difference is 15.

Figure 3: Examples of count-based and time-based CEP evaluation methods.

Definition (2). Let 𝑠 be a primitive event input stream and P a
set of monitored CEP patterns in the stream with window sizes𝑊 .
The CEP matching problem is to output the set𝑀 (𝑠)P .

This is the conventional CEP problem addressed by CEP engines
using some internal mechanism. However, this problem does not
take performance metrics, such as throughput, into consideration.
We denote𝑇 as a set of monitored parameters regarding the match-
ing process. In ACEP, we aim to minimize an objective function
𝐹𝑀 (𝑠)P ,𝑇 , which relates to both the contents of𝑀 (𝑠)P and 𝑇 .

Definition (3). Let 𝑠 be an input stream of primitive events, P
a set of monitored CEP patterns, and 𝑇 a set of monitored parame-
ters. The approximate CEP (ACEP) problem is tominimize 𝐹𝑀 (𝑠)P ,𝑇 .

An ACEP mechanism 𝑋
′
is similar to ECEP mechanisms in one

major way: it outputs a set containing subsets of primitive events.

Definition (4). Let 𝑠 be an input stream of primitive events and
𝑋

′
be an ACEP mechanism. While evaluating the stream 𝑠 , 𝑋

′
will

output a set of event subsets defined as𝑀 (𝑠)𝑋
′

P .

Unlike𝑀 (𝑠)P being output by every ECEP mechanism, each run
of an ACEP mechanism 𝑋

′
, or of different ACEP mechanisms, may

output a different set. In addition,𝑀 (𝑠)𝑋′
P may contain subsets of

primitive events that do not constitute full pattern matches and may
not contain all full pattern matches. Both 𝑀 (𝑠)𝑋

′

P and 𝑇 are used
as input to 𝐹𝑀 (𝑠)P ,𝑇 . The objective function we aim to minimize
in ACEP can vary. An example of such an objective function is a
negative weighted sum of the throughput and the emitted matches
set similarity relative to some ECEP evaluation mechanism 𝑋 :

𝐹𝑀 (𝑠)P ,𝑇 (𝑀 (𝑠)𝑋
′

P , {𝑡, 𝑡
′
}) = −𝑤1 ·

|𝑀 (𝑠)P ∩𝑀 (𝑠)𝑋
′

P |

|𝑀 (𝑠)P ∪𝑀 (𝑠)𝑋
′

P |
−𝑤2 ·

𝑡

𝑡
′ .

where 0 ≤ 𝑤1,𝑤2 ≤ 1,𝑤1 +𝑤2 = 1, and 𝑡, 𝑡
′
are the throughput

of 𝑋,𝑋
′
upon the stream 𝑠 , respectively.

This function does not have a minimum in R. In practice, the
value of 𝐹𝑀 (𝑠)P ,𝑇 is used as a score that determines the perfor-
mance of 𝑋

′
in relation to ECEP or other ACEP mechanisms. In the

case of the specific 𝐹𝑀 (𝑠)P ,𝑇 above, the performance metrics are

throughput gain and match similarity. ACEP solutions utilizing this
objective function are aimed at reducing excess processing while
remaining as accurate as possible.

There are no limitations on how an ACEP mechanism 𝑋
′
at-

tempts to achieve a minimized score. For example, it may employ
a CEP mechanism 𝑋 during its evaluation. It can also attempt to
filter out events that do not participate in matches to improve pro-
cessing performance. In our ACEP solution, we implemented a
filtration-based system that filters the input stream 𝑠 to output a
new stream 𝑠

′
, which is then conveyed to a CEP mechanism for

match extraction.

3.2 Complexity Analysis
In this subsection, we analyze the computational complexity of
ECEP and a filtration-based ACEP solution.

The heaviest computational burden imposed onCEPmechanisms
is to create and extend partial matches to more complete partial
matches or to full matches. Therefore, we calculate the computa-
tional complexity of ECEP by enumerating the number of partial
and full matches within a given window. This is based on applicable
event arrival rates and pattern predicate selectivity, as formulated
in [39].
Let 𝑃 be a monitored pattern with required event types 𝐸1, 𝐸2,
..., 𝐸𝑛 . Let 𝑠𝑒𝑙𝑖, 𝑗 be the selectivity of the predicates between 𝐸𝑖 and
𝐸 𝑗 . The selectivity 𝑠𝑒𝑙𝑖, 𝑗 shall be defined as the probability that a
partial match contains events of type 𝐸𝑖 and 𝐸 𝑗 , i.e., all pattern
conditions between the two events are upheld. Let 𝑟𝑖 be the arrival
rate of event type 𝐸𝑖 to the system. Let us denote𝑊 as the pattern
window size. We can witness that the expected number of events of
type 𝐸𝑖 within a window of size𝑊 is𝑊 ·𝑟𝑖 . Therefore, the expected
number of partial matches of all sizes (1 to 𝑛 − 1) and full matches
(size 𝑛) is:

Φ(𝑊,𝑅, 𝑆𝐸𝐿) =
𝑛∑
𝑖=1

𝑊 𝑖 ·
𝑖∏

𝑘=1
𝑟𝑖 ·

∏
1≤𝑘,𝑡 ≤𝑖;𝑘≤𝑡

𝑠𝑒𝑙𝑘,𝑡

Where 𝑅 is the vector of all arrival rates of events with types
{𝐸1, .., 𝐸𝑛}, and 𝑆𝐸𝐿 is the vector of all predicate selectivities be-
tween events with the aforementioned types.

This means that the overall computational complexity of ECEP,
which we define as the number of the partial matches of all sizes
and the full matches, is simply 𝐶𝐸𝐶𝐸𝑃 = Φ(𝑊,𝑅, 𝑆𝐸𝐿).

Now let us consider a filtration-based ACEP system that employs
match extraction on a filtered stream using CEP; ideally, the filtered
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Figure 4: An overview of DLACEP. Section numbers detailing each system component are written above the relevant compo-
nent. Windows of size 2 ·𝑊 are evaluated in step sizes of𝑊 events. Two event filtering schemes are shown: individual events or
whole windows. A filtered stream is relayed to a CEP engine for match extraction. The final set of matches is the unification
of all window matches.

stream contains only events that participate in full matches. We
denote Ψ𝑖 as the expected filtering ratio of events of type 𝑖 filtered
out from the stream. We also denote 𝑅Ψ = ⟨(1 − Ψ1) ∗ 𝑟1, .., (1 −
Ψ𝑛) ∗ 𝑟𝑛⟩. The computational complexity of ACEP is therefore:

𝐶𝐴𝐶𝐸𝑃 = Φ(𝑊,𝑅Ψ, 𝑆𝐸𝐿)︸            ︷︷            ︸
𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑐𝑒𝑝

+𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 .

where 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 is the computational complexity of the filtration pro-
cess, and 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑐𝑒𝑝 is the computational complexity of a CEP
mechanism evaluating the filtered stream. We note that unlike
𝐶𝐸𝐶𝐸𝑃 , 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 may be constant with regard to the number of par-
tial matches in the stream, allowing it to be significantly smaller
than 𝐶𝐸𝐶𝐸𝑃 . If 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 is significantly smaller than 𝐶𝐸𝐶𝐸𝑃 , high
filtering ratios (large Ψ

′𝑠
𝑖

leading to a small 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑐𝑒𝑝 ) combined
with large amounts of partial matches (large 𝐶𝐸𝐶𝐸𝑃 ) will mean
considerably higher throughput for ACEP as compared to ECEP.

If the stream contains only small amounts of partial matches,
ECEP throughput may be equal to or even better than that of an
ACEP solution, due to the filtering overhead. For example, let us
assume a stream 𝑠 contains small amounts of partial matches leading
to 𝐶𝐸𝐶𝐸𝑃 << 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 . Therefore, we can derive that 𝐶𝐸𝐶𝐸𝑃 <<

𝐶𝐴𝐶𝐸𝑃 , meaning 𝐴𝐶𝐸𝑃 will perform much worse than 𝐸𝐶𝐸𝑃 . The
lack of partial matches stems from short patterns or window sizes,
restrictive pattern conditions, or simply a shortage of applicable
events in the data. The more partial matches there are, the bigger
the potential throughput gain ACEP can achieve. However, an
abundance of partial matches does not guarantee a considerable
increase in throughput. The amount of full matches in the data
may also play a key role. Let us assume stream 𝑠 contains many
partial matches leading to 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 << 𝐶𝐸𝐶𝐸𝑃 . However, let us also
assume that ∀𝑖,Ψ𝑖 = 0.001, indicating that the vast majority of
partial matches are completed to full matches. This implies that
𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑐𝑒𝑝 � 𝐶𝐸𝐶𝐸𝑃 , which means that 𝐶𝐴𝐶𝐸𝑃 � 𝐶𝐸𝐶𝐸𝑃 . In this

case, the 𝐴𝐶𝐸𝑃 mechanism will have no advantage over an 𝐸𝐶𝐸𝑃

mechanism.
A large proportion of partial matches being completed to full

matches usually derives from permissive pattern conditions.

4 DLACEP
In this section we present DLACEP, our novel match extraction
system. The system implements filtration-based ACEP as described
in the previous section. This filtration process is carried out by
dedicated deep neural networks.

System settings. We assume that the data either arrives from a
single source, or is merged into one. Merging multi-source inputs
in a single in-order stream is an active area of research, and is
beyond the scope of this paper [46, 49, 77]. For clarity of presen-
tation, we also assume that the system receives a single complex
pattern for detection. In Section 4.3, we show how to extend our
solution to the multi-pattern case. Finally, we assume the pattern
window to be count-based as illustrated in Figure 3(𝑎). In many
real world domains, such as healthcare and IoT [9, 96], the sam-
pling rate is often time constant, and therefore each time based
pattern can be converted to a count based pattern. We denote the
window size of the examined pattern as𝑊 . In future work, we
aim to examine scenarios in which gaps between data events are
not time synchronous, thus employing our system on time-based
window evaluation rather than count-based. Experiments detailing
simulated time-based evaluation are described in Section 5.2.

4.1 System Overview
An overview of our DLACEP solution is illustrated in Figure 4. The
system is designed around a modular three-step solution. The first
step features an input assembler that partitions the stream into
windows of events to be processed at each evaluation step. The
second step contains a trained neural network that attempts to mark
the primitive events that participate in full matches within each
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input window. Events are filtered out from the stream according to
their issued markings, creating a filtered stream. Next, a CEP engine
evaluates the filtered stream to extract all matches that exist within
each filtered window. The union of all filtered window matches is
the final set of matches in the data, as determined by the system.

We chose BiLSTM [26] as the architecture for our network. Two
reasons have dictated this decision. First, BiLSTM networks have
demonstrated groundbreaking results in the field of sequence label-
ing (see Section 6), and the problem of event stream filtering can be
viewed as sequence labeling with 2 possible labels. Second, BiLSTM
was empirically shown to be superior to other approaches such as
TCN [45] and LSTM-CNN hybrid architecture in our preliminary
experiments.

In essence, our DL model evaluates a stream 𝑠 and outputs a fil-
tered event stream 𝑠

′
, which is then evaluated by a CEP mechanism

𝑋 . The stream 𝑠
′
is filtered such that 𝑠

′ ⊆ 𝑠 . Our system aims to
minimize the amount of matches lost and maximize the throughput
as compared to employing ECEP on the unfiltered stream by 𝑋 .

4.2 DNN Input Assembler

Figure 5: Example of 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒,𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 = 𝑊 resulting in a
missed pattern match.

When processing a newly seen stream, the trained LSTM type
model evaluates it in fixed step sizes of𝑊 1, marking windows of
2 ·𝑊 events each time. The evaluation step and the processing
size are needed since LSTM type networks operate on sequences
and not singular events. Events that are marked as participants
in a complete match in each input window retain their original
properties and inner order within the filtered stream.

A step size value of𝑊 and marking size of 2 ·𝑊 ensure that the
network can detect all matches conforming to the original pattern
window size of𝑊 . For example, let us assume the network marks
only𝑊 events at each step, while retaining step sizes of𝑊 . In this
case, events marked within the second half of an evaluation step
and the first half of the next one will not be considered within the
same context for pattern matching, even when they actually form
matches together. An illustration of this scenario is presented in
Figure 5.

The network could also mark𝑊 events at each processing step,
advancing one event after each step. This is the way an ECEP
mechanism would process the input stream. However, this marking
scheme will rarely outpace ECEP, as it leads to a substantial filtering
overhead.
1As described in Section 2, we consider fixed-sized count-based windows of𝑊 con-
secutive events.

Generally, we can choose to have the network mark𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒

events at each processing step and evaluate the stream in step sizes
of 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 . Given the pattern count window size is𝑊 ,𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒

may be any positive number 𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 >=𝑊 , and 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 may
be any positive number 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 >=𝑚𝑎𝑥{1, 𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 −𝑊 }.

Figure 6: Example of 𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 > 𝑊 resulting in detecting a
pattern match participating in a count window size strictly
larger than𝑊 . This leads to excess CEP processing. The CEP
engine will process the marked events but will not output
this match, as it does not conform to the original pattern
count window size of𝑊 .

Enlarging 𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 means that more events participating in
matches can be found at each processing step, thereby reducing the
overall steps required. However, recall that the count window size
of the original pattern is𝑊 . If𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 >𝑊 , then the network is
able to detect matches contained in count-sized windows that are
bigger than𝑊 , thereby not conforming to the original pattern. This
may lead to excess processing. This scenario is depicted in Figure 6.

Increasing the 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 exponentially decreases the processing
time since it reduces the overall amount of processed windows.
However, this comes at the potential cost of overlooking matches
if not all stream events are evaluated.

As explained in Section 5.1, the values of𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 = 2 ·𝑊 and
𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 =𝑊 were chosen as they provide a good balance between
match recall and throughput gain.

𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 = 2 ·𝑊 and 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 =𝑊 means that events may po-
tentially be relayed twice for CEP evaluation. However, in practice,
duplicate events are erased before being relayed.

4.3 DNN-Based Filter
The DNN-Based filter employs DL to mark events participating in a
full match within each input window, and then filters out unmarked
events.

Networks overview. We implemented two variations of a BiL-
STM based network. The first network features several stacked
BiLSTM layers and a Bi-CRF output layer (Section 2.2) that assigns
a label for each event within the input window. We refer to this
DL model as the event-network model. The second model also fea-
tures several stacked BiLSTM layers. However, it attempts to detect
whether an entire input window is applicable, producing a single
label at its linear output layer. An input window is deemed applica-
ble only if it contains at least one full pattern match. We refer to
this model as the window-network model.

A detailed architectural illustration of the event-network model
is given in Figure 7; the window-network model is similar in design,
except for the aforementioned difference in the last layer.

Embedding and sample labeling. For each examined pattern,
we use a historical data stream for network training and testing.
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The stream is divided into continuous, even sized samples, each
containing 2 ·𝑊 events. Each primitive event is embedded as a
vector representation of pattern-relevant attributes. Categorical
attributes such as the event type are represented as one-hot vectors,
which can be compacted according to the pattern specifications.
For example, let us assume there are 500 different event types in
the data, but only one event type is specified in the pattern. The
one-hot encoding can be of size 2, representing 2 categories: the
applicable event type and every other type.

The training samples are binary labeled according to the exam-
ined pattern. For the event-network model, the binary labeling is
issued per event in each window sample. Any event participating
in a full match within the window sample gets the label 1, and any
other event is labeled with 0. For the window-network model, the
binary labeling is issued per window sample. Any sample that con-
tains at least one match receives the label 1, and any other samples
receive the label 0.

Since each sample size is 2 ·𝑊 , the networks are essentially
trained to detect patterns within double the window size of the
original pattern.

Figure 7: BiLSTM BI-CRF architecture for event labeling. In-
put events are vector embedded. BI-CRF outputs the most
probable labels based on modeled joint label distribution.
Additional information on BILSTM and CRF can be found
in [26, 43, 58, 79].

Training evaluation. To evaluate the performance of the DL
models during training, we calculated the F1 score on the entire
test set. This score takes into account both the recall and precision
of the DL model:

𝐹1 = 2 · 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

The precision of the DL model can be interpreted as the prob-
ability that an entity marked as applicable by the model is truly
relevant (e.g., for the event-network model, the probability that an
event marked as a full match participant is indeed part of a full
match). The recall of the DL model is the probability that a relevant
entity is indeed marked as such by the model [25]. The entities are
either events in the case of the event-network model, or windows
in case of the window-network model.

Low network precision incurs an excess of events to be evaluated
by the system’s CEP mechanism; this reduces the overall through-
put without improving accuracy. Low recall implies a scarcity in
correctly marked events, reducing match accuracy.

Therefore, during training, we strive for as high an F1 score as
possible. A high score serves as an indicator that the system should
achieve high throughput and an ample amount of emitted matches
when evaluating newly seen streams.

When there is more than one monitored pattern, we can train
the network with samples labeled according to the monitoring re-
quirement, thus semantically unifying the patterns into one. For
example, given the patterns P1 and P2, let us assume we are re-
quired to monitor the matches of both patterns. Window samples
are labeled with 1 if they contain at least one full match of 𝑒𝑖𝑡ℎ𝑒𝑟
pattern. Similarly, events in each window sample are labeled with
1 if they participate in a full match of either pattern.

Filtration complexity. Recall the complexity analysis from
Section 3.2. BiLSTM processing time complexity is known to be
𝑂 (ℎ · 𝑙), where ℎ is the number of network parameters and 𝑙 is the
input sequence size [69]. Consequently, when employing BiLSTM,
the filtering overhead is 𝐶 𝑓 𝑖𝑙𝑡𝑒𝑟 = 𝑂 (ℎ · 𝑙). This number is linearly
dependent on internal parameters such as the number of network
layers and the event embedding size. Unlike the computational
complexity of ECEP, there is no dependence on the number of
partial or full matches within a given window. In addition, BiLSTM
filtering overhead is only linearly dependent on the window size𝑊 ,
whereas ECEP complexity is exponentially dependent on𝑊 . This
allows for considerable throughput gains in different scenarios. In
terms of the network’s generalization bounds, we once again refer
the reader to a comprehensive study performed in this area [35].

For each new pattern, we must retrain the model from scratch
due to different labeling distribution in the training data. Training a
network to full convergence can take a considerable amount of time,
which is problematic in practical applications where the monitored
pattern can frequently change. We worked on mitigating the re-
training effects in the experimental section. In future work, we aim
to thoroughly address scenarios in which the stream used during
the training phase no longer captures the statistical characteristics
of the most recent stream inputs, a phenomenon known as concept
drift. There are two major strategies for addressing this issue:

1) Model retraining. A straightforward way of handling con-
cept drifts is to retrain our model on a periodic basis. While reli-
ably mitigating significant concept drifts, this approach could be
highly inefficient in terms of the training time overhead. In addi-
tion, periodical model retraining requires extra memory for storing
up-to-date stream samples to be later used during the retraining
procedure. Recent work has attempted to expedite retraining of ma-
chine learning models [88]. Another possible avenue for reducing
the training overhead is to employ transfer learning methods [80]
when multiple patterns with only slight differences are detected or
the changes in the training data are minor.

2)Online learning [32] involves incremental retraining by pass-
ing data instances sequentially, making it possible for the network
to continuously adapt to the input stream. However, most of the
prominent deep learning architectures today can only learn in an
offline, batch setting, while deep online learning is considered an
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open challenge [68]. Specifically, our BiLSTMmodel cannot be used
out-of-the-box in an adaptive online learning setting and further
research is required [83] to support online learning in DLACEP.

4.4 CEP Extractor
Once created, the filtered stream is evaluated by a CEP engine to
extract any underlying full matches. We note that marked events
relayed for match extraction after filtration do not retain their
original adjacency relations to other events. Executing count-based
evaluation of size𝑊 on the filtered stream can therefore procure
matches that are not emitted by an ECEP mechanism evaluating
the original stream.

As a result, we formulated a method in which we attach a unique
increasing ID tag to each primitive event upon its arrival to the
system. We then configure the system’s CEP mechanism to output
only sets of matches in which the events’ ID values do not differ by
more than𝑊 − 1. This ensures that our system cannot emit false
positive matches. In other words, the set of matches𝑀 (𝑠)′P emitted
by our system is fully contained in the original set of matches
𝑀 (𝑠)P emitted by an ECEP mechanism. For example, real-time
security systems in which each positive event indicates a breach
can benefit greatly from eliminating false positives, as handling
breach alerts require the allocation of numerous resources [7].

The exception to this rule is when our system operates to extract
matches of a pattern containing a negation operator. For example,
let us examine the pattern SEQ(A,B,NEG(C),D,E). Let us assume the
DLACEP inner neural network erroneously marks specific events
of type A,B,D,E within a certain window even though they do not
participate in a full match, and does not mark any events of type
C. In this case, the DLACEP inner CEP mechanism will evaluate
these events in the filtered stream and incorrectly integrate them
to a full match, as there is no event of type C in between. When we
first examined our event-network system on negation patterns, we
witnessed a large amount of false positive matches leading to poor
results. We therefore altered our system in the case of negation
operators, such that the event-network aims to not only label events
participating in a pattern match, but also events residing under a
negation operator. This led to a dramatic decrease in false positive
matches in examined cases, as demonstrated in Section 5.2.

5 EXPERIMENTAL EVALUATION
5.1 Experimental Setup
Implementation details. We implemented the window-network
and the event-network systems described in Section 4. Unless stated
otherwise, the DL models contain 3 stacked BiLSTM layers, with
each layer having a hidden vector dimension of 75. For network
training, we used a varying training batch size and a dynamic
learning rate [67]. DLACEP, as well as the ECEP baselines, were
implemented over the OpenCEP framework [36], incorporating
state-of-the-art algorithms from [37, 40, 41]. The batch size varied
from 512 to 256, while the learning rate changed from 0.001 to
0.0001. All networks were trained until convergence, defined as the
first epoch in which the loss remained within a 0.01 threshold for
over 5 consecutive epochs The DL models were implemented in
Keras [13] and trained on a GeForce RTX 2080 Ti GPU.

The event-network is based on BiCRF [58], while the window-
network is a standard BiLSTM network with an output classifi-
cation layer. For the event-network, the employed loss function
was one that maximizes the likelihood probability sums of correct
sequences in the training set for both forward and backward CRF
layers [58]. We used standard binary cross-entropy loss for the
window-network.

We performed preliminary experiments to discover values of
𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 and 𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 that achieve a good balance between match
recall and throughput gain. This resulted in𝑀𝑎𝑟𝑘𝑆𝑖𝑧𝑒 = 2 ·𝑊 and
𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒 = 𝑊 , which were the values used for the rest of our
empirical study.

All experiments were run on a machine with 80 cores having
2.10 GHz CPU and 377.0 GB RAM; a single core was used for ECEP
processing and network inference. To ensure a fair comparison, all
ECEP and ACEP algorithms were executed in single-threaded mode.
The experiments took a total of over three months to complete.

Datasets. We used a real-world dataset purchased from the NAS-
DAQ stock market historical records [1]. The dataset contains a
total of 689, 459, 712 events spanning a period of 4 years and 10
months, comprising over 2500 different stock identifiers. Each event
contains a stock identifier, a timestamp, and 5 additional numerical
attribute values. To preprocess the data, we re-ordered it based
on the event’s timestamp, divided it into 2, 298, 199 chunks of 300
event-sized window samples, and removed all numerical attributes
except for the stock volume attribute. The latter was standardized
and a new ID was devised for each event in the data, as explained
in Section 4.3.

We also employed a number of synthetic datasets, where each
event contained a type and a numerical attribute. Event types were
uniformly sampled from 15 possibilities. The attribute values were
sampled from a standard normal distribution.

The window samples were divided at random into 70% for the
train set and 30% for the test set; each sample was both window-
labeled and event-labeled, as explained in Section 4.3.

Pattern queries. Tables 1 and 2 list the pattern templates used
for the real-world and synthetic datasets, respectively. From each
template, multiple patterns were instantiated by assigning values
to the template arguments. The chosen patterns cover a wide range
of values for important parameters that we describe below.

In all patterns, unless stated otherwise, the window size is𝑊 =

150. This value was chosen because it is both high enough to allow
for substantial throughput gains and low enough to maintain ex-
ceptional system recall values and sufficient amounts of window
samples. We explored the use of different values of𝑊 in a dedicated
experiment (Figure 13(a)-13(b)).

Performance metrics. To compare our system’s performance
with that of ECEP, we used a fixed amount of consecutive events
from test sets acting as the input stream. This amount varied from
20K to 40Kwindow samples. The ECEP system evaluated the stream
using a count-based evaluation of size𝑊 . Both the ECEP mecha-
nism and our DLACEP system acted to extract the same pattern
matches from the stream. To determine the merit of our system, we
then measured both the throughput gain of our system over ECEP
and the two sets of matches returned. We define throughput as the
number of events processed per second. The quality of the returned
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𝑄𝐴
1 SEQ (𝑆1,𝑆2,...,𝑆 𝑗 ) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 ∈ 𝑇𝑘 , 𝑝 ∈ 𝑃 ( [ 𝑗 − 1]), 𝛽 > 𝛼 > 0 AND ∀𝑖 ∈ 𝑝 : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆 𝑗 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙

𝑄𝐴
2 SEQ (𝑆1,𝑆2,𝑆3,𝑆4,𝑆5) WHERE ∀𝑡 ∈ [5]: 𝑆𝑡 ∈ 𝑇𝑘

𝑄𝐴
3 SEQ (𝑆1,𝑆2,...,𝑆 𝑗 ) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 ∈ 𝑇𝑘 , 𝑟 ∈ [ 𝑗], 𝑝 ∈ 𝑃 ( [𝑟 − 1]), 𝑙,𝑚 ∈ [ 𝑗] 𝛽 > 𝛼 > 0, 𝛾 > 0

AND ∀𝑖 ∈ 𝑝 : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆𝑟 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙, 𝛾 · 𝑆𝑙 .𝑣𝑜𝑙 < 𝑆𝑚 .𝑣𝑜𝑙

𝑄𝐴
4 SEQ (𝑆1,𝑆2,...,𝑆 𝑗 ) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 ∈ 𝑇𝑘 , 𝑝 ∈ 𝑃 ( [ 𝑗 − 1]), 𝑙,𝑚 ∈ [ 𝑗] 𝛽 > 𝛼 > 0, 𝛿 > 𝛾 > 0

AND ∀𝑖 ∈ 𝑝 : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆 𝑗 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙, 𝛾 · 𝑆𝑙 .𝑣𝑜𝑙 < 𝑆𝑚 .𝑣𝑜𝑙 < 𝛿 · 𝑆𝑙 .𝑣𝑜𝑙
𝑄𝐴
5 SEQ (𝑆1,...,𝑆5,KC(𝑆

′
1),...,KC(𝑆

′
𝑗
)) WHERE ∀𝑡 ∈ [5]: 𝑆𝑡 ∈ 𝑇100,∀𝑙 ∈ [ 𝑗]: 𝑆 ′

𝑙
∈ 𝑇100+𝑙 ·10/𝑇100+(𝑙−1) ·10, 𝛽 > 𝛼 > 0

AND ∀𝑖 ∈ [5] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆5 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙
𝑄𝐴
6 KC(SEQ (𝑆1,𝑆2,...,𝑆 𝑗 )) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 ∈ 𝑇100, 𝛽 > 𝛼 > 0 AND ∀𝑖 ∈ [ 𝑗 − 1] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆 𝑗 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙

𝑄𝐴
7 SEQ (𝑆1,...,NEG(𝑆

′
1),...,NEG(𝑆

′
𝑗
),𝑆5) WHERE ∀𝑡 ∈ [5]: 𝑆𝑡 ∈ 𝑇100, ∀𝑙 ∈ [ 𝑗]: 𝑆 ′

𝑙
∈ 𝑇100+𝑙 ·10/𝑇100+(𝑙−1) ·10, 𝛽 > 𝛼 > 0

AND ∀𝑖 ∈ [5] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆5 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙
𝑄𝐴
8 SEQ (𝑆1,...,NEG(SEQ(𝑆

′
1,...,𝑆

′
𝑗
)),𝑆5) WHERE ∀𝑡 ∈ [5]: 𝑆𝑡 ∈ 𝑇100, ∀𝑙 ∈ [ 𝑗]: 𝑆 ′

𝑙
∈ 𝑇100+𝑙 ·10/𝑇100+(𝑙−1) ·10, 𝛽 > 𝛼 > 0

AND ∀𝑖 ∈ [5] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆5 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙
𝑄𝐴
9 DISJ(𝑺𝑬𝑸1(𝑆1,𝑆2,...,𝑆 𝑗 ),𝑺𝑬𝑸2(𝑆

′
1,𝑆

′
2,...,𝑆

′
𝑗
)) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 ∈ 𝑇100,∀𝑙 ∈ [ 𝑗]: 𝑆 ′

𝑙
∈ 𝑇200/𝑇100, 𝛽 > 𝛼 > 0, 𝛿 > 𝛾 > 0

AND ∀𝑖 ∈ [ 𝑗 − 1] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆 𝑗 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙 , 𝛾 · 𝑆 ′
𝑖
.𝑣𝑜𝑙 < 𝑆

′
𝑗
.𝑣𝑜𝑙 < 𝛿 · 𝑆 ′

𝑖
.𝑣𝑜𝑙

𝑄𝐴
10 DISJ(𝑺𝑬𝑸1(𝑆11 ,𝑆

1
2 ,𝑆

1
3 ,𝑆

1
4 ),...,𝑺𝑬𝑸𝒋 (𝑆

𝑗

1 ,𝑆
𝑗

2 ,𝑆
𝑗

3 ,𝑆
𝑗

4 )) WHERE ∀𝑙 ∈ [ 𝑗],∀𝑚 ∈ [4]: 𝑆𝑙𝑚 ∈ 𝑇100+(𝑙−1) ·100/𝑇100+(𝑙−2) ·100, ∀𝑟 ∈ [ 𝑗], 𝛼𝑟2 > 𝛼𝑟1 > 0
AND ∀𝑖 ∈ [ 𝑗],∀𝑝 ∈ [3] : 𝛼𝑖1 · 𝑆

𝑖
𝑝 .𝑣𝑜𝑙 < 𝑆𝑖4 .𝑣𝑜𝑙 < 𝛼𝑖2 · 𝑆

𝑖
𝑝 .𝑣𝑜𝑙

𝑄𝐴
11 CONJ/SEQ (𝑆1,𝑆2,...,𝑆5)

WHERE ∀𝑡 ∈ [5]: 𝑆𝑡 ∈ 𝑇40·𝑡/𝑇40· (𝑡−1) , 𝛽 > 𝛼 > 0 AND ∀𝑖 ∈ [4] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆5 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙
𝑄𝐴
12 DISJ(𝑺𝑬𝑸1(𝑆1,𝑆2,...,𝑆5),𝑺𝑬𝑸2(𝑆

′
1,𝑆

′
2,...,𝑆

′
5)) WHERE ∀𝑡 ∈ [ 𝑗]: 𝑆𝑡 , 𝑆

′
𝑡 ∈ 𝑇40·𝑡/𝑇40· (𝑡−1) , 𝛽 > 𝛼 > 0, 𝛿 > 𝛾 > 0

AND ∀𝑖 ∈ [ 𝑗 − 1] : 𝛼 · 𝑆𝑖 .𝑣𝑜𝑙 < 𝑆5 .𝑣𝑜𝑙 < 𝛽 · 𝑆𝑖 .𝑣𝑜𝑙 , 𝛾 · 𝑆 ′
𝑖
.𝑣𝑜𝑙 < 𝑆

′
5 .𝑣𝑜𝑙 < 𝛿 · 𝑆 ′

𝑖
.𝑣𝑜𝑙

Table 1: Real-world query templates used for the stock dataset experiments. 𝑇𝑘 is the set of the top 𝑘 most prevalent stock
identifiers in the dataset. 𝑃 (𝑆) is the power set of 𝑆 . KC is Kleene closure. NEG is negation. In all patterns besides 𝑄𝐴

7 larger
values of 𝑗, 𝑘,𝑚, 𝑟 dictates more partial matches. In𝑄𝐴

7 , larger values of 𝑗 dictates less full matches. In all patterns, larger values
of −|𝑝 |, 𝛽 − 𝛼,−𝛾 or 𝛿 − 𝛾, 𝛼𝑟2 − 𝛼𝑟1 dictate more full matches.

𝑄𝐵
1 SEQ (𝐴, 𝐵,𝐶, 𝐷, 𝐸, 𝐹 )

WHERE ∀𝑋 ∈ {𝐶, 𝐷}: 0.85 · 𝑋 .𝑣𝑜𝑙 < 𝐹 .𝑣𝑜𝑙 < 1.15 · 𝑋 .𝑣𝑜𝑙,

∀𝑋 ∈ {𝐴, 𝐷} : 0.85 · 𝑋 .𝑣𝑜𝑙 < 𝐸.𝑣𝑜𝑙 < 1.15 · 𝑋 .𝑣𝑜𝑙 , 0.4 ·𝐶.𝑣𝑜𝑙 < 𝐹 .𝑣𝑜𝑙

Largest amount of partial matches.
Low amount of partial matches completed to full matches.

𝑄𝐵
2 SEQ (𝐴, 𝐵,𝐶, 𝐷, 𝐸)

WHERE ∀𝑋 ∈ {𝐴, 𝐵}: 0.85 · 𝑋 .𝑣𝑜𝑙 < 𝐷.𝑣𝑜𝑙 < 1.15 · 𝑋 .𝑣𝑜𝑙,

∀𝑋 ∈ {𝐵,𝐶} : 0.85 · 𝑋 .𝑣𝑜𝑙 < 𝐸.𝑣𝑜𝑙 < 1.15 · 𝑋 .𝑣𝑜𝑙

Very large amount of partial matches.
Low amount of partial matches completed to full matches.

𝑄𝐵
3 SEQ (𝐴, 𝐵,𝐶, 𝐷)

WHERE ∀𝑋 ∈ {𝐴, 𝐵,𝐶}: 0.85 · 𝑋 .𝑣𝑜𝑙 < 𝐷.𝑣𝑜𝑙 < 1.15 · 𝑋 .𝑣𝑜𝑙

Large amount of partial matches.
Low amount of partial matches completed to full matches.

Table 2: Query templates used for experiments with the synthetic datasets.

matches was evaluated using F1 (Section 4.3) for the negation pat-
terns, where false positives are possible as explained in Section 4.4,
and recall for the rest of the patterns.

5.2 Experimental Results
There are several factors that affect the performance of DLACEP.
As explained in Section 3.2, the amount of full and partial matches
has a significant impact on a filter-based ACEP solution. In addition,
the amount of training data, the amount of training epochs, and
the network architecture have a notable impact on a DL-based
ACEP solution. Pattern complexity and pattern operators can also
have an impact on the neural network’s performance and the CEP
running time. Overall, we tested 45 different pattern instantiations
demonstrating widely different performance-affecting parameters.

Our experiments exposed the pattern size and the window length
(𝑊 ) as the most important parameters affecting our system’s per-
formance. As explained in previous sections, the effect of these
parameters on the scalability of ECEP mechanisms is paramount,
while having a considerably lower impact on the processing time
of neural networks.

Unless stated otherwise, in all experiments, we attained very
high recall/F1 scores (0.95 and above), where the window-network
system achieved slightly better recall than the event network sys-
tem. For each experiment, the exact pattern and parameters used, as
well as the raw results (exact training times, exact matches missed,
etc.) are provided in the supplementary material.

Impact of the amount of partial matches. In this set of ex-
periments, we tested both the event-network and the window-
network system on 3 patterns, displaying different amounts of
partial matches. The results are displayed in Figure 8(𝑎). As ex-
plained in Section 3.2, the amount of partial matches can signify
the potential throughput gain of an ACEP system over ECEP. The
pattern 𝑄𝐴

1(𝑘=7,...) demonstrates a low number of partial matches
in the data. This led to a fast ECEP evaluation process, resulting
in only small gains in system throughput values. The pattern 𝑄𝐴

2
demonstrates a high number of partial matches, where almost all of
them are completed to full matches. This led to ECEP and our sys-
tem’s CEP mechanism having almost similar processing times. The
additional filtering overhead resulted in our system having worse
throughput than ECEP. The pattern 𝑄𝐴

3 displays large amounts of
partial matches within the data with only a small fraction extended

9
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(a) Different amount of partial
matches

(b) Different ratio of partial to full
matches

(c) Different amount of full matches

Figure 8: Impact of the amount of partial and full matches on the throughput gain over ECEP (higher is better), on 8 patterns
displaying varying amounts of full and partial matches. A large amount of partial matches and a low fraction of partial
matches that are extended to full matches greatly increases our system’s potential for throughput gain.

(a) KC(non-nested) (b) KC(nested) (c) NEG(non-nested) (d) NEG(nested)

(e) DISJ(2 SEQ) (f) DISJ(SEQ LEN 4) (g) Separate vs. DISJ

Figure 9: Impact of the pattern operator on the throughput gain over ECEP (higher is better), on 17 patterns displaying varying
operators, lengths, and nesting. DLACEP can efficiently handle patterns including all popular pattern operators.

to full matches. This led to both the window-network system and
the event-network system achieving significant throughput gains
over ECEP due to the large number of filtered events.

To further test the scalability of our event network system with
regard to partial matches, we generated a pattern with massive
amounts of partial matches where relatively few are completed to
full match. The pattern is 𝑄𝐴

1(𝑘=100,...) . The event-network system
achieved a throughput gain of 294. This empirically demonstrates
the exceptional benefit of employing our system in the scenario
where there are vast quantities of partial matches.

In patterns demonstrating partial match scarcity (𝑄𝐴
1(𝑘=7,..) , 𝑄

𝐴
2 )

the window-network system outpaced the event-network system
due to its reduced processing times. In the case of 𝑄𝐴

1(𝑘=7,...) , the
event network reached a recall of 0.856. The reason for this is
explained in the next set of experiments.

Impact of the amount of full matches. In the next set of
experiments, we tested both the event-network system andwindow-
network system on 6 patterns displaying different amounts of full
matches. The results are shown in Figure 8(𝑏), 8(𝑐). As explained
in Section 3.2, the amount of full matches influences the filtering
ratio value and therefore impacts an ACEP solution’s throughput
gain. In addition, a low amount of full matches in the data can lead
to reduced match recall. This is because a deficiency of matches
impairs the networks ability to properly learn the pattern concept.

The latter issue is illustrated by the previously examined patterns
𝑄𝐴
1(𝑘=7,...) and𝑄

𝐴
1(𝑘=100,...) , similar in their complexity. Many more full

matches were observed for the latter pattern than for the former,
leading to a sizable recall gap of 0.143 when evaluating the former
pattern.

𝑄𝐴
3(..,𝛼=0.75,..)

, 𝑄𝐴
3(..,𝛼=0.81,..)

, and𝑄𝐴
4 demonstrated varying amounts

of full matches and partial matches in the data. Overall, 𝑄𝐴
4 dis-

played the largest event network system throughput gain because
it had the smallest fraction of partial matches completed to full
matches. This increased the filtering ratio, elevating the overall
throughput gain over ECEP. To better demonstrate the unique ef-
fect of the amount of full matches, we tested a number of different
patterns generated from the pattern 𝑄𝐴

1 . All the template varia-
tions displayed the same amount of partial matches in the data,
but a different amount of full matches. 𝑄𝐴

1(..,𝛼=0.24,..)
demonstrated

the highest amount and 𝑄𝐴
1(..,𝛼=0.76,..)

the lowest. Consequentially,

𝑄𝐴
1(..,𝛼=0.76,..)

displayed the best throughput gain by a large margin.
This is because, given a similar number of partial matches, the
filtering ratio increases as the number of full matches decreases,
alleviating the ACEP computational complexity. We note that the
event-network system outpaced the window-network system in
all the patterns examined because it filtered out considerably more
events.
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Figure 10: Distribution of the volume attribute variance
value in the matches of the pattern𝑄𝐴

10( 𝑗=4) detected (D) and
undetected (U) by DLACEP.

Impact of the pattern operator. We tested the event-network
system on 16 patterns containing a variety of the CEP operators
listed in Section 2.1. The results are displayed in Figure 9. For dis-
junction, we evaluated patterns with 2 sequences of varying length
(𝑄𝐴

9 ), and patterns with identical sequence lengths but different
numbers of sequences (𝑄𝐴

10). For Kleene closure, we evaluated pat-
terns with different amounts of KC operators (𝑄𝐴

5 ), and nested
sequences (𝑄𝐴

6 ). For negation, we evaluated patterns with different
amounts of NEG operators (𝑄𝐴

7 ), and nested sequences (𝑄𝐴
8 ). All

examined patterns displayed large amounts of partial matches in
the data, with a small fraction of them completed to full matches.
For 𝑄𝐴

6 ( 𝑗 = 5), the recall attained was 0.877, due to the increased
pattern complexity. Increasing the number of nested sequences un-
der disjunction or their length, and increasing the length of nested
sequences under Kleene closure, increases the throughput gain due
to the increased amount of partial matches. However, increasing
the amount of negation or KC operators and the length of nested
sequences under negation decreases the throughput gain. In both
cases, this is due to an increase in the amount of full matches, which
lead to a reduced filtering ratio. The results show that DLACEP can
effectively handle all popular pattern operators.

Separate vs combined pattern evaluation.The disjunction
(DISJ) operator allows to combinemultiple patterns into a composite
pattern returning a union of all matches. In our next experiment,
we assessed the throughput gain and recall of a disjunction of
two simple patterns,𝑄𝐴

9( 𝑗=4) and𝑄
𝐴
5( 𝑗=1) , as opposed to evaluating

each of them separately. To simplify result interpretation, patterns
with highly varying throughput gain by DLACEP were chosen.
DLACEP achieved a throughput gain of 108.65 on the disjunction
pattern (Figure 9(𝑔)), which is higher than the average of the results
obtained on the individual patterns. The recall for the disjunction of
the two patterns was 0.997, a result identical to the higher of the two
patterns when evaluated separately. Overall, we can conclude that
in certain cases DLACEP can achieve better results when individual
patterns are jointly defined as a disjunction. Our future research
will provide an in-depth study of this phenomenon.

Qualitative analysis of matches. CEP engines are often uti-
lized in applications that do not tolerate missing certain matches.
Therefore, it is imperative to qualitatively analyze the matches
missed by DLACEP. In a case study performed on the pattern
𝑄𝐴
10( 𝑗=4) , we partitioned the detected (595397 in total) and unde-

tected (5423 in total) matches separately according to the stock
volume attribute value. This attribute was chosen due to its direct

appearance in the pattern conditions. The results are displayed in
Figure 10. It can be observed that the volume of the missed matches
exhibits significant variance as compared to the detected ones. This
matches our expectations as smoother volume transitions between
events are easier for the network to categorize correctly. We intend
to repeat this experiment on a variety of patterns and to devise
a way that enables the network to better handle high variance
matches in our future work.

Impact of the amount of training data and epochs. As stated
in Section 4.3, for each new pattern, the DLACEP neural network
needs to retrain from scratch, which may be problematic in practi-
cal applications. In addition, accumulating training data can take a
considerable amount of time. Therefore, we examined the DLACEP
performance after training its inner neural network for different
amount of epochs and using different percentages of training data.
We evaluated our event network system on the previously examined
pattern 𝑄𝐴

9( 𝑗=5,..) . In these experiments, we evaluated the system’s
percentage of false negatives (FN%), which indicates the percentage
of missed matches out of the entire set of matches. The results are
displayed in Figure 11. We chose the pattern 𝑄𝐴

9( 𝑗=5,..) because the
neural network required a significant amount of training epochs
(58) to reach convergence. In the data percentage experiments, the
network was trained for 30 epochs, and the data was chosen ran-
domly each time from the entire training set. For the epoch number
experiments, the entire training set was used. The results show
that DLACEP can efficiently produce accurate results with small
amounts of training epochs and data; the FN% ratio remains low and
the throughput gain remains high. The throughput gain decreases
and stabilizes with increasing amounts of data and training epochs.
This is due to class imbalance in favor of 0 labeled events in the
data, which leads to overfiltering events at low amounts of data and
epochs. The FN% stabilizes quickly, which indicates that DLACEP
can achieve results similar to those achieved at full convergence,
even after significantly reducing the amount of data and training
epochs.

Comparison to ECEP optimizations. We compared DLACEP
employing the event network to two ECEP optimization baselines
that were developed to reduce ECEP processing times: ZSTREAM[54]
and lazy evaluation [41]. These optimizations act on top of an ECEP
mechanism to improve its processing time in a wide array of cases
and have reached SOTA results. ZStream presents a dynamic pro-
gramming algorithm for tree-based plan generation, utilizing a cost
model based on CPU access. Lazy evaluation is a principle used to
process events in an order different from their arrival order, usually
by their frequency order, from highest to lowest. This often results
in having to store fewer partial matches during evaluation.

We compared DLACEP with the optimization baselines on pat-
terns containing varied pattern operators. The results are displayed
in Figure 12. DLACEP achieved recall scores of 0.94279, 0.94523 and
0.81424 on the patterns 𝑄𝐴

11(𝐶𝑂𝑁 𝐽 ,..) , 𝑄
𝐴
12, and 𝑄

𝐴
11(𝑆𝐸𝑄,..) , respec-

tively. The results show that DLACEP far outpaces SOTA ECEP
optimizations, with only a slight loss of matches. As evident in the
graphs, the optimization methods alleviate computation time and
lessen the number of partial matches, but only mildly in comparison
to DLACEP. Our system leads to far fewer partial matches during
evaluation while incurring only a small computation overhead.
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(a) Epochs to TP (b) Epochs to FN% (c) Data% to TP (d) Data% to FN%

Figure 11: Impact of data% and training epochs on the throughput gain over ECEP (higher is better) and FN% (lower is better),
by evaluating the pattern 𝑄𝐴

9 ( 𝑗=5, ..). DLACEP can efficiently handle reduced amounts of data and training epochs.

(a)𝑄𝐴
11(𝑆𝐸𝑄,..)

Sequence (b)𝑄𝐴
11(𝐶𝑂𝑁 𝐽 ,..)

Conjunction (c)𝑄𝐴
12 Disjunction

Figure 12: Comparing throughput gain over ECEP (higher is better) of ACEPwith ECEP optimization algorithms, by evaluating
3 patterns. DLACEP far outpaces ECEP optimization algorithms.

Impact of the window and pattern size. We tested the event
network system on 3 pattern templates displaying different pattern
lengths of 4, 5, 6. We tested these patterns with different values of
𝑊 , ranging from 100 to 350 in gaps of 50. The results are displayed
in Figure 13(𝑎), 13(𝑏). For each pattern length and value of𝑊 , we
generated a new synthetic dataset, where event numerical attributes
were generated from the standard normal distribution. This is to
ensure a fair comparison between each pair of (𝑊 , pattern length).
Each pattern demonstrated significant amounts of partial matches
in the data, with only a few forming full matches.

We observed considerable throughput gain for all the patterns
examined and all values of𝑊 . In the case of pattern length 6 and
window size 350, our system achieved a gain of 3 orders of magni-
tude compared to ECEP. The results showcase the vast impact of
both window size and pattern length on our system’s throughput
and clearly demonstrate CEP scalability issues and the ability of
DLACEP to cope with these. We expect our system to have an ex-
tended advantage with even bigger values of𝑊 and pattern length.
However, as expected, the increased pattern complexity leads to a
recall gap between the different patterns and values of𝑊 .

Impact of the amount of network layers. To address possible
recall deterioration when evaluating overly complex patterns, we
assessed the impact of the number of stacked BiLSTM layers in our
system’s network. We compared networks with 3, 4, and 5 layers
activated on the pattern𝑄𝐵

1 with𝑊 = 350. The results are displayed
in Figure 13(𝑐), (𝑑). The throughput gain deteriorates as the number
of layers increases due to the additional processing time imposed by
deeper DL models. However, the recall grows with the number of
layers due to higher network capacity. These experiments validate
that even when the pattern complexity increases, our network is
flexible enough to cope with them, given architecture or parameter
tuning. However, this can impact throughput gain.

Time-basedwindowevaluation. Unlike count-basedwindows,
time-based windows can contain different amounts of events. As

training an LSTM network requires sequences of fixed size, patterns
utilizing time-based windows could negatively affect the perfor-
mance of DLACEP.

To assess the extent of this issue, we simulated time-based win-
dows by partitioning the stocks dataset into windows of randomly
chosen sizes of up to 𝑀𝑊 events. During the training phase, all
windows were padded to the maximal size by adding blank events.
The pattern 𝑄5𝐴𝑗=2 was chosen for this experiment due to the high
sensitivity of Kleene closure patterns to window size fluctuations.

The results are displayed in Figure 14. For comparison, the
throughput gain achieved for the same pattern on a count-based
window of size 300 can be found in Figure 9(a). While DLACEP
throughput in the time-based scenario was about a half of the one
measued in the count-based case, it still led to an improvement by
the factor of 50. For 𝑀𝑊 values of 250 and 350 the improvement
was even greater, which could be explained either by the smaller
overhead of DLACEP due to a smaller time window (𝑀𝑊 = 250) or
by a larger number of total events as opposed to the number of rele-
vant (unfiltered) events (𝑀𝑊 = 350). The measured recall exceeded
0.95 in all tested cases. To summarize, the above results indicate
that DLACEP can provide significant performance improvements
also when applied on patterns with time-based window semantics.

Summary and conclusions. Our experiments show that DLA-
CEP provides a significant performance advantage as compared to
an ECEP solution in a variety of scenarios. Our system achieves
higher throughput gains for increasing window and pattern lengths,
exceeding those achieved by SOTA algorithms, with only a minor
loss of matches.

Event and window network comparison. In cases where
both systems were examined, the window-network demonstrated
a slightly higher quality of returned matches. However, its coarser
granularity often led to a lower filtering ratio, decreasing the overall
throughput. For patterns with few partial matches, such as in Figure
8(𝑎), the window-network system also achieved higher throughput
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(a) TP to W (b) Recall to W (c) Tp gain to layers (d) Recall to layers

Figure 13: Impact of the pattern length, window size, and number of layers on the throughput gain over ECEP (higher is better)
and recall (higher is better). The DLACEP efficiency increases exponentially with pattern and window size. Recall achieved on
convoluted patterns increases with the number of network layers, at a cost of throughput deterioration.

Figure 14: Impact of the max window (MW) size on DLACEP
throughput gain over ECEP (higher is better) on the pattern
𝑄5𝐴𝑗=2 in simulated time-based window evaluation.

due to its reduced network complexity combined with a high CEP
throughput derived from partial match scarcity.

Network training. In cases where both systems were examined,
training the window-network was up to five times faster than the
event-network, due to the reduced network complexity and the
computationally simple loss function of the former. This establishes
the window-network system as more flexible and adaptable to
changing patterns, while the pretrained event-network system is
faster on newly seen data. Increased pattern complexity, number of
BiLSTM layers and the amount of training data all demand lengthier
training times when the network is trained to convergence. The
actual training times ranged from 9.5 hours to 12 days, with the
average training time being about 3 days.

6 RELATEDWORK
CEP systems and optimizations. CEP has become an increas-
ingly popular research field in recent years [15, 17, 21, 28, 81]. It orig-
inally derived from data management systems such as Stream [5].
Later, more expressive frameworks, such as CEDR [6], SASE/SASE+
[27, 87], and T-REX [16], allowed for richer pattern queries. The
most widespread CEP mechanisms are NFAs and trees [16, 18, 54].

A plethora of methods have been developed in an attempt to
optimize CEP throughput [3, 16, 19, 30, 37, 40, 41, 54, 61, 64, 87, 94].
Given a specific sequence pattern, ZStream [54] attempts to locate
an optimal tree structure for its evaluation, based on a CPU cost
model. Another proposed improvement is to evaluate primitive
events by rate of frequency instead of arrival order. This is done
by storing events in a separate buffer and evaluating less prevalent
events first [41]. These optimizations are orthogonal to our solution.
Our system can employ any CEP system, such as Flink [65].

ACEP research. Little effort has been invested thus far to re-
search approximate complex event processing (ACEP). In [48], cases
in which the complex pattern is ambiguous or the data stream
contains errors are researched, in addition to cases where partial
matches (PM) are shed to maintain moderate resource usage. In
contrast, we do not address ambiguous patterns and stream errors.
Instead, we incorporate a potentially imprecise evaluation mecha-
nism, namely a neural network, to improve the system performance.

Load shedding. Shedding either PMs or stream events is re-
ferred to as load shedding [29, 75, 76, 95]. Load shedding is intro-
duced when a CEP system needs to maintain some latency bound
under resource constraints during peak times, while minimizing
result degradation. Our system, however, is meant to be used as a
conceptual shift towards mitigating CEP scalability issues, and not
as an emergency solution used only at peak times.

Deep learning for pattern recognition. Deep learning demon-
strates remarkable results in pattern recognition tasks [23, 91].
Specifically, BILSTM-CRF is widely used for a variety of learning
tasks, such as sequence prediction, data extraction and identifica-
tion, sentence labeling, and classification, and has demonstrated
state-of-the-art results in many of these realms [10, 12, 24, 34, 44,
51, 58, 60, 66, 82]. Previous research [10, 50, 84] has shown that
stacking several BILSTM layers together to create a stacked BILSTM
improves the performance of certain classification tasks. This is
supported by various theoretical examinations demonstrating that
some mapping functions are represented more efficiently by deeper
DL models [8, 78].

Deep learning in CEP. Applying machine learning methodolo-
gies in the context of CEP is a relatively unexplored research field.
In [52, 53, 72], ML and DL techniques were employed to automate
the process of rule learning and to extract meaningful patterns from
data in an attempt to replace domain experts. In [89], a real-time
object detection DL model is used to process streams and extract
events that are combined into primitive events for further process-
ing by a CEP engine. In [14, 22, 85], predictive CEP systems are
introduced in an attempt to foresee when future complex events
transpire using ML methodologies. In contrast to all these, DLACEP
is the first to incorporate deep learning into the process of complex
pattern detection, augmenting the core part of a CEP engine.

7 CONCLUSION AND FUTUREWORK
In this paper, we discussed the problem of efficient approximate
pattern matching. A novel ACEP solution was presented in which
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a DL model marks relevant events in the stream and relays them
for CEP match extraction. We implemented two BILSTM-based
systems and experimentally demonstrated their effectiveness in
different scenarios. Our work signifies the first step towards inte-
grating deep learning methodologies to detect events constituting
complex pattern matches. Our future research efforts will focus on
the various directions outlined in Section 4.
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