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Abstract—Training neural networks on large distributed clusters has become a common practice due to the size and complexity of recent neural networks. These high-end clusters of advanced computational devices cooperate together to reduce the neural network training duration. In practice, training at linear scalability with respect to the number of devices is difficult, due to communication overheads. These communication overheads often cause long idle times for the computational devices. In this paper, we propose LAGA (Lagged AllReduce with Gradient Accumulation): a hybrid technique that combines the best of synchronous and asynchronous approaches, that scales linearly. LAGA reduces the device idle time by accumulating locally computed gradients and executing the communications in the background. We demonstrate the effectiveness of LAGA in both final accuracy and scalability on the ImageNet dataset, where LAGA achieves a speedup of up to 2.96x and 5.24x less idle time. Finally, we provide convergence guarantees for LAGA under the non-convex setting.
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1. Introduction

With the increase of available training data, the size and complexity of recent neural networks [58] [15] has grown tremendously. The training of these neural networks is time consuming and requires high-end clusters of advanced computational devices (workers). Thus, leveraging high-end computing environments (such as GPU clusters) to distribute the training process across multiple workers has become common practice in the training of neural networks. However, training a single model can still take up to several months on high-end clusters to complete [45]. Hence, reducing the training duration and making it more accessible is essential.

There are several techniques for optimizing neural networks, but the undoubtedly most popular is Stochastic Gradient Descent (SGD) or its variants [27] [31]. SGD is inherently sequential, which makes distributing the training process difficult [9]. Training on a large number of workers without making adjustments can have devastating effects on the training process and the final model quality [25] [24].

The common approach for distributing the computations on multiple workers is synchronous SGD (SSGD). In this approach, each worker computes its gradient on a different batch of examples. The gradients are then averaged across all workers and the parameters are updated with the average gradient. In the master-less setting, which is the popular approach today [51], the parameters are updated locally at every worker after each gradient synchronization. Before computing the next gradient, the synchronization operation has to be finished, during which the computational device is idle. SSGD suffers from high communication overheads [30], and without addressing this issue, training on more workers can overshadow its benefits. Thus, efficient communication is paramount for actual training speedups.

The AllReduce collective communication protocol is frequently used in distributed training [42] [29] for synchronizing gradients, thanks to its efficient NCCL [23] Ring-AllReduce implementation and almost constant communication complexity [56]. The communication complexity of Ring-AllReduce is theoretically independent of the number of workers [10] [5] and therefore it remains constant regardless of the number of workers. In practice, Ring-AllReduce is a key component for training neural networks on large clusters [6] [35].

Due to the massive size of recent neural networks, even an optimized AllReduce operation can still take a long time. Reducing the communication overhead reduces the device idle time and results in higher speedups. Reducing the synchronization frequency, which can be done both explicitly [55] [20] [12] [3] or implicitly by training on larger batch sizes [47] [24], reduces the communication overhead. [17] have empirically demonstrated that large-batch training can achieve fast convergence rate and high final accuracy when scaling the learning-rate linearly with respect to the batch size. To compensate for the large learning-rate, [17] introduced a learning-rate warm-up during the initial training epochs.

A recent systematical approach [29] [49] to hide the communication overhead, which we define as SSGD-OPT, suggested to overlap the computations of the backpropagation with the gradient synchronization. In SSGD-OPT, during the backpropagation the layers whose gradient has already been computed are synchronized in the background while the worker continues to compute the gradient of the rest of the layers. The gradient synchronization of the last layers is executed first since the backpropagation computes the gradient from the last to the first layer. This technique was shown to gain 15-25% speedup, depending on the neural architecture
and the cluster hardware topology, bandwidth, and latency. In cases where the backpropagation compute time is larger than the gradient synchronization time, SSGD-OPT can, in theory, completely hide all of the communication overhead. However, as detailed in Section 1 not all neural architectures are alike, so in some cases the gradient synchronization time is considerably larger than the backpropagation compute time.

Gradient accumulation has become standard feature in many deep learning training frameworks [22] [1] [14]. The basic idea of gradient accumulation is to accumulate gradients from multiple micro-batches and only then update the model parameters. This is particularly helpful in training very large neural networks [22], where workers can only fit one small micro-batch at a given time. From an optimization perspective, gradient accumulation is completely equivalent to training with a larger mini-batch size, since in both cases the gradient is averaged with respect to all computed examples. However, when combined with SSGD-OPT it is less efficient than one large batch, because the communications are overlapped only with the backpropagation of the last micro-batch. Our theoretical analysis shows that the communication savings of SSGD-OPT compared to SSGD are independent by the amount of gradient accumulations and therefore pairing SSGD-OPT with gradient accumulation is not efficient.

We propose LAGA, a novel and efficient algorithm that leverages gradient accumulation to further hide the communication overheads. LAGA relaxes the synchronization barrier by executing the gradient synchronization in the background, which introduces a lag into the optimization process. We further present a variation of LAGA that integrates Nesterov’s Accelerated Gradient [34] for the lagged setting. LAGA achieves near linear scaling with a speedup of up to 2.96x and 5.24x less idle time compared to SSGD on the ImageNet dataset. We conduct a thorough evaluation on a variety of neural architectures and show that LAGA outperforms an optimized implementation of SSGD-OPT. We summarize the contributions of our paper as follows:

- We propose LAGA for efficient communications and demonstrate its speedup gains on a variety of neural network architectures.
- We conduct a theoretical communication overhead analysis which derives the optimal amount of gradient accumulations for LAGA to achieve linear scalability.
- We propose a variation for LAGA with Nesterov’s Accelerated Gradient that achieves the same final accuracy as SSGD.
- We provide an open-source implementation of LAGA in both PyTorch [36] and Horovod [42] frameworks.
- We provide a convergence rate proof for LAGA.

2. Problem Setting

Generally, the optimization process of neural networks minimizes an objective function \( f \) given parameter vector \( x \). The value of \( f(x) \) indicates how far from perfect the model is, given the parameter vector. At each iteration, \( t \), a gradient is computed with respect to \( x \) and a training sample \( \xi \). The gradient \( \nabla F(x; \xi) \) is then used to update the model parameters vector, where \( f(x) \triangleq \mathbb{E}_{\xi \sim D}[F(x; \xi)] \) is a smooth non-convex function. The SGD update step is defined as:

\[
x^{t+1} = x^t - \eta \nabla F(x^t; \xi^t)
\]

where \( \eta \) denotes the learning rate and \( x^t \) the model parameter vector at iteration \( t \). SGD converges by taking iterative steps in the form of Equation (1) towards the minima.

Extending this notion to distributed neural network, consider the typical training setting where all \( N \) workers (computational devices) cooperate to minimize the given objective problem \( f \):

\[
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x)
\]

where \( f_i(x) \triangleq \mathbb{E}_{\xi \sim D_i}[F_i(x; \xi)] \) is a smooth non-convex function and \( D_i \) can be possibly different for different \( i \).

**Algorithm 1 SSGD**

1: Compute gradient \( g_i^t \leftarrow \nabla F_i(x^t; \xi^t) \)
2: AllReduce \( \overline{g}^t \leftarrow \frac{1}{N} \sum_{i=1}^{N} g_i^t \)
3: Update local parameters \( x^{t+1} \leftarrow x^t - \eta \overline{g}^t \)

The SSGD algorithm is described in Algorithm 1. Each worker \( i \) computes its gradient \( g_i^t \triangleq \nabla F_i(x^t; \xi^t) \) on a different sample from the training set \( \xi^t \), where \( \mathbb{E}_{\xi \sim [\xi^{(t-1)}]} = \nabla f_i(x^t) \) and \( \xi^{(t-1)} \) denotes all the randomness up to iteration \( t - 1 \). The gradients of the different workers are then averaged with an AllReduce operation \( g^t \triangleq \frac{1}{N} \sum_{i=1}^{N} g_i^t \). Finally, the parameters \( x^t \) are updated with the average gradient \( x^{t+1} = x^t - \eta \overline{g}^t \). Although each worker holds a local copy of the model’s parameters, these parameters are identical across workers since they are updated with the same average gradient \( \overline{g}^t \) and initialized with the same \( x^0 \).

Notice that in Algorithm 1, the AllReduce operation in line 2 has to be finished before updating the parameters in line 3, meaning the worker has to wait during the AllReduce operation. This can cause long idle times in cases where the AllReduce operation is slow.

**Algorithm 2 SSGD with Gradient Accumulation \( \tau \)**

1: Compute gradient \( g_i^{(\tau)}(\tau) \leftarrow \frac{1}{\tau} \sum_{j=1}^{\tau} \nabla F_i(x^j; \xi^j_{\tau}) \)
2: AllReduce \( \overline{g}^{(\tau)}(\tau) \leftarrow \frac{1}{N} \sum_{i=1}^{N} g_i^{(\tau)}(\tau) \)
3: Update parameters \( x^{\tau+1} \leftarrow x^\tau - \eta \overline{g}^{(\tau)}(\tau) \)

Algorithm 2 describes the SSGD algorithm with gradient accumulation, where \( \tau \) denotes the amount of local gradient accumulations. Each worker accumulates \( \tau \) local gradients \( g_i^{(\tau)}(\tau) \triangleq \frac{1}{\tau} \sum_{j=1}^{\tau} \nabla F_i(x^j; \xi^j_{\tau}) \), which are then used for the AllReduce operation. The gradients satisfy \( \mathbb{E}[g_i^{(\tau)}(\tau)\xi^{(t-1)}] = \)
overhead which we define as $\psi = \frac{T_{\text{comm}}}{T_{\text{comp}} + T_{\text{comm}}}$, where $0 \leq \psi \leq 1$. A linear scalable algorithm would have an optimal communication overhead of $\psi = 0$, whereas an inefficient algorithm would have a high $\psi$. Deriving from $\psi$, the optimal achievable speedup from completely eliminating all the communication overhead of SSGD is $\frac{T_{\text{opt}}}{T_{\text{comp}} + T_{\text{comm}}}$.

This is what we call linear scalability, and it is the maximal achievable speedup with respect to SSGD for a communication efficient algorithm. Thus, a high communication overhead indicates that there is a higher potential for speedup gains from reducing the communication time.

The communication time $T_{\text{comm}}$ is linearly depended on the neural architecture size. That is, neural architectures with more parameters require synchronizing a larger gradient vector since the gradient is the same size as the number of parameters if no additional gradient compression methods are used [52]. The current trend in neural networks is to increase the architecture size [44] [39], which has delivered promising state-of-the-art results. In return, the $T_{\text{comm}}$ also grows, which can increase the communication overhead. The current growth of these network architectures is much faster than the acceleration of the hardware NIC (network interface controller) and therefore even with the latest hardware, $T_{\text{comm}}$ still grows every year.

Figure 1 shows the number of parameters on a variety of neural architectures. Neural architectures aren’t alike; architectures with more parameters don’t necessarily require more computation time. The neural architecture design attributes heavily affects its communication overhead and therefore its scalability complexity. Some of the most impactful design attributes include the hidden layer dimensions and convolution sizes. For example the VGG-16 [46] neural architecture is a short neural network that uses large convolutional layers which has a considerably smaller $T_{\text{comp}}$ than Wide ResNet-101-2 [57] (Figure 3), although both neural architectures have roughly the same amount of parameters as shown in Figure 1. As a result, the communication overhead of VGG-16 is higher than that of Wide ResNet-101-2, which makes scaling VGG-16 more difficult.

Combining SSGD with gradient accumulation reduces the communication time $T_{\text{comm}}$ by a factor of $\tau$ (the amount of gradient accumulations), since the synchronization frequency is reduced to every $\tau$ iterations as shown in Figure 2. We define the communication overhead $\psi_{\text{SSGD}}(\tau)$ of SSGD with respect to $\tau$ as:

$$\psi_{\text{SSGD}}(\tau) \triangleq \frac{T_{\text{comm}}}{\tau \cdot T_{\text{comp}} + T_{\text{comm}}}, \quad \text{(3)}$$

where $\psi_{\text{SSGD}}(\tau)$ is inversely depended on $\tau$. Notice that $\psi_{\text{SSGD}}(\tau)$ shrinks as $\tau$ grows, however, only for large values of $\tau$ does SSGD achieve near linear scalability. Since increasing $\tau$ also increases the SGD effective batch, we would like to not increase it indefinitely, as after a certain point increasing $\tau$ would hurt the final accuracy [43]. Therefore, additional techniques are required to further hide the communications.

3. Communication Overhead Analysis

In this section we analyse the communication overhead and the maximal achievable speedup when eliminating all communication overheads. We define $T_{\text{comp}}$ and $T_{\text{comm}}$ as the computation and communication time of a single iteration. The computation time $T_{\text{comp}}$ equals the sum of the forward $T_{\text{fwd}}$ and backpropagation $T_{\text{bwd}}$ compute time, $T_{\text{comp}} = T_{\text{fwd}} + T_{\text{bwd}}$. In the SSGD algorithm, the sum of $T_{\text{comp}}$ and $T_{\text{comm}}$ determines the wall clock time of fully executing a single batch as shown in Figure 3. The ratio between $T_{\text{comp}}$ and $T_{\text{comm}}$ indicates the communication
Next we analyse the communication overhead of SSGD-OPT $\psi_{OPT}(\tau)$ which overlaps the communication with the backpropagation compute time $T_{bwd}$ of the last micro-batch.

$$\psi_{OPT}(\tau) = \begin{cases} 0 & T_{comm} \leq T_{bwd} \\ T_{comm} & \text{Otherwise.} \end{cases}$$ \hspace{1cm} (4)

Based on the communication overhead of SSGD-OPT and SSGD, Equation (4) and Equation (5) respectively, we analyse the theoretical communication savings of SSGD-OPT compared to SSGD when the communication time is high.

$$\psi_{SSGD}(\tau) - \psi_{OPT}(\tau) \leq \frac{T_{bwd}}{\tau \cdot T_{comp} + T_{comm}}$$ \hspace{1cm} (5)

Equation (5) shows that the communication savings of SSGD-OPT compared to SSGD diminish as $\tau$ grows. So as $\tau$ grows the backpropagation overlapping of SSGD-OPT will be less important. We note that in scenarios where $T_{comm} > T_{bwd}$ the communication overhead of SSGD-OPT will never be completely eliminated even for large values of $\tau$. Only in cases where $T_{comm} \leq T_{bwd}$ will SSGD-OPT achieve true linear scalability, which does not hold in practice for many neural architectures as shown in Figure 3. Furthermore, the term $T_{comm} \leq T_{bwd}$ is independent of $\tau$ and therefore increasing $\tau$ does not aid it.

4. LAGA

Algorithm 3 LAGA-SGD

1: Compute gradient $g_t^i(\tau) \leftarrow \frac{1}{\tau} \sum_{j=1}^{\tau} \nabla F_i(\tilde{x}^t; \xi_{t,j}^i)$
2: Update parameters $\tilde{x}^{t+1} \leftarrow \tilde{x}^t - \eta g_t^{t-1}(\tau)$
3: Non-Blocking AllReduce $g_t^i(\tau) \leftarrow \frac{1}{N} \sum_{i=1}^{N} g_t^i(\tau)$

In this section we describe our method LAGA, which leverages gradient accumulation to further hide the communication overheads. LAGA introduces a $\text{lag}$ into the AllReduce operation by overlapping the next micro-batches computations with the previous AllReduce operation. Figure 2c illustrates the inner mechanics of LAGA, where the communications (AllReduce operations) are executed in the background while the worker continues to compute the next micro-batches.

Algorithm 3 describes the LAGA-SGD variation in more details. Unlike SSGD (Algorithm 1), where the parameters $\tilde{x}^t$ are updated by $g_t^i$, in LAGA-SGD these parameters are updated with the previous average gradient $\bar{g}_t^{t-1}(\tau)$. Notice that the computations of $g_t^i(\tau)$ are independent of the communication synchronization of $\bar{g}_t^i(\tau) = \frac{1}{N} \sum_{i=1}^{N} g_t^i(\tau)$ and therefore the computations and communications are executed in parallel.

4.1. The Importance of Gradient Accumulation

The communication overhead $\psi$ of LAGA is different than that of SSGD and SSGD-OPT since the gradient synchronization is executed in the background of the computations of multiple micro-batches when $\tau > 1$. Figure 2c illustrates this important attribute of LAGA, where the idle time is completely eliminated and therefore the computations are executed without any interruptions.

$$\psi_{LAGA}(\tau) = \begin{cases} 0 & T_{comm} \leq \tau \cdot T_{comp} \\ T_{comm} - \tau \cdot T_{comp} & \text{Otherwise.} \end{cases}$$ \hspace{1cm} (6)

Equation (6) shows that the communication overhead of LAGA $\psi_{LAGA}(\tau)$ can be reduced by increasing $\tau$. Given a large enough $\tau$ that satisfies the inequality $T_{comm} \leq \tau \cdot T_{comp}$, the communication overhead of LAGA are completely eliminated and equal to zero. Therefore, LAGA can hide all communication overheads and achieve linear scalability given a respective $\tau$ that holds $\tau \geq \frac{T_{comm}}{T_{comp}}$. We define $\tau_{LAGA}$ as the optimal (minimal) number of accumulation that LAGA requires to achieve linear scalability, $\tau_{LAGA} = \lceil \frac{T_{comm}}{T_{comp}} \rceil$. Increasing the amount of gradient accumulations beyond...
Consider Algorithm 3 with the above assumptions. Then, for 0 \leq \eta \leq \frac{1}{\bar{L}} Algorithm 3 achieves
\begin{align*}
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla f(\bar{x}^{t-1}) \|^{2} \right] & \leq \frac{2}{T} \left( f(\bar{x}^{0}) - f^{*} \right) + \frac{\eta^{2} L^{2} G_{w}}{4} + \frac{L \eta^{2}}{N}.
\end{align*}

Bounding (A). Using the relations described in Algorithm 3 we have,
\begin{align*}
(A) & = \eta^{2} \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} g_{i}^{t-2}(\tau) \right\|^{2} \right] \\
& = \eta^{2} \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} g_{i}^{t-2}(\tau) - \nabla f_{i}(\bar{x}^{t-2}) \right\|^{2} \right] \\
& + \eta^{2} \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_{i}(\bar{x}^{t-2}) \right\|^{2} \right] \\
& \leq \frac{\eta^{2} \sigma^{2}}{N} + \eta^{2} \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_{i}(\bar{x}^{t-2}) \right\|^{2} \right],
\end{align*}

where in the second equality we used the known inequality \( \mathbb{E}[\|z\|^{2}] = \mathbb{E}[\|z - \mathbb{E}[z]\|^{2}] + \|\mathbb{E}[z]\|^{2} \) and the third follows from \( g_{i}^{t-2}(\tau) - \nabla f_{i}(\bar{x}^{t-2}) \) having zero mean and is independent across workers.

Bounding (B). Using the relations described in Algorithm 3 we have,
\begin{align*}
(B) & = -\eta \mathbb{E} \left[ \langle \nabla f(\bar{x}^{t-1}), g_{t}^{t-2}(\tau) \rangle \right] \\
& = -\eta \mathbb{E} \left[ \nabla f(\bar{x}^{t-1}), \frac{1}{N} \sum_{i=1}^{N} \nabla f_{i}(\bar{x}^{t-2}) \right] \\
& = -\frac{\eta}{2} \mathbb{E} \left[ \| \nabla f(\bar{x}^{t-1}) \|^{2} + \left\| \frac{1}{N} \sum_{i=1}^{N} \nabla f_{i}(\bar{x}^{t-2}) \right\|^{2} \right] \\
& + \frac{\eta}{2} \mathbb{E} \left[ \left\| \nabla f(\bar{x}^{t-1}) - \frac{1}{N} \sum_{i=1}^{N} \nabla f_{i}(\bar{x}^{t-2}) \right\|^{2} \right],
\end{align*}

where in the third equality we used the identity \( \langle z_{1}, z_{2} \rangle = \frac{1}{2}(\|z_{1}\|^{2} + \|z_{2}\|^{2} - \|z_{1} - z_{2}\|^{2}) \), and the second equality follows from,
\begin{align*}
\mathbb{E}[\langle \nabla f(\bar{x}^{t-1}), g_{t}^{t-2}(\tau) \rangle] & = \mathbb{E} \left[ \langle \nabla f(\bar{x}^{t-1}), \frac{1}{N} \sum_{i=1}^{N} g_{i}^{t-2}(\tau) \rangle \xi_{t}^{i-3} \right] \\
& = \mathbb{E} \left[ \langle \nabla f(\bar{x}^{t-1}), \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ g_{i}^{t-2}(\tau) | \xi_{t}^{i-3} \right] \rangle \xi_{t}^{i-3} \right] \\
& = \mathbb{E} \left[ \langle \nabla f(\bar{x}^{t-1}), \frac{1}{N} \sum_{i=1}^{N} \sum_{i=1}^{N} \mathbb{E} \left[ g_{i}^{t-2}(\tau) | \xi_{t}^{i-3} \right] \rangle \xi_{t}^{i-3} \right],
\end{align*}
where the second line follows the law of total expectation and the third follows from $\mathbb{x}^t - 1$ being determined by $\xi_{t-3}^i$ and linearity of expectation.

Bounding (C). By the definition of $f(x) = \sum_{i=1}^{N} f_i(x)$ we have,

$$
(C) = \frac{1}{N^2} \mathbb{E} \left[ \left\| \sum_{i=1}^{N} \nabla f_i (\hat{x}^{t-1}) - \nabla f_i (\hat{x}^{t-2}) \right\|^2 \right] \\
\leq \frac{1}{N} \mathbb{E} \left[ \sum_{i=1}^{N} \left\| \nabla f_i (\hat{x}^{t-1}) - \nabla f_i (\hat{x}^{t-2}) \right\|^2 \right] \\
\leq \frac{L^2}{N} \sum_{i=1}^{N} \mathbb{E} \left[ \|\mathbb{x}^{t-1} - \mathbb{x}^{t-2}\|^2 \right] \\
= L^2 \mathbb{E} \left[ \|\mathbb{y}^{t-3}(\tau)\|^2 \right] = L^2 \eta^2 \mathbb{E} \left[ \left\| \frac{1}{N} \sum_{i=1}^{N} \mathbb{g}_{i}^{t-3}(\tau) \right\|^2 \right] \\
\leq L^2 \eta^2 \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \|\mathbb{g}_{i}^{t-3}(\tau)\|^2 \right] \leq L^2 \eta^2 G^2 ,
$$

where the second and sixth lines are by using $\left\| \sum_{i=1}^{N} z_i \right\|^2 \leq N \sum_{i=1}^{N} \|z_i\|^2$. The third line is due to the smoothness of each $f_i$, and the forth and fifth are by the definition of $\mathbb{x}^t$ and $\mathbb{g}$.

Combining the above bounds implies,

$$
\mathbb{E}[f(\hat{x}^t)] \leq \mathbb{E}[f(\hat{x}^{t-1})] - \frac{\eta}{2} \mathbb{E} \left[ \|\nabla f(\hat{x}^{t-1})\|^2 \right] + \frac{\eta^3 L^2 G^2}{2} + \frac{L \eta^2 \sigma^2}{2N} - \frac{\eta - \eta^2 L}{2} \mathbb{E} \left[ \left\| \sum_{i=1}^{N} \nabla f_i (\hat{x}^{t-2}) \right\|^2 \right] \\
\leq \mathbb{E}[f(\hat{x}^{t-1})] - \frac{\eta}{2} \mathbb{E} \left[ \|\nabla f(\hat{x}^{t-1})\|^2 \right] + \frac{\eta^3 L^2 G^2}{2} + \frac{L \eta^2 \sigma^2}{2N} ,
$$

where the second inequality follows from $0 < \eta \leq \frac{1}{L}$.

Rearranging and dividing by $\frac{\eta}{2}$ yields,

$$
\mathbb{E} \left[ \|\nabla f(\hat{x}^{t-1})\|^2 \right] \leq \frac{2}{\eta} \left( \mathbb{E}[f(\hat{x}^{t-1})] - \mathbb{E}[f(\hat{x}^{t})] \right) + \frac{\eta^2 L^2 G^2}{4} + \frac{L \eta^2 \sigma^2}{N} .
$$

Summing over $T$ and dividing by $T$ gives

$$
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \|\nabla f(\hat{x}^{t-1})\|^2 \right] \leq \frac{2}{\eta T} \left( \mathbb{E}[f(\hat{x}^{0})] - \mathbb{E}[f(\hat{x}^{T})] \right) + \frac{\eta^2 L^2 G^2}{4} + \frac{L \eta^2 \sigma^2}{4N} \\
\leq \frac{2}{\eta T} \left( f(\hat{x}^{0}) - f^* \right) + \frac{\eta^2 L^2 G^2}{4} + \frac{L \eta^2 \sigma^2}{N} ,
$$

where the last inequality uses $f^*$ being the minimum of the minimization problem.

### 4.3. LAGA-SGD with Momentum

Momentum [38] is a widely adopted SGD variation that has been demonstrated to accelerate SGD convergence and reduce oscillation [43]. Previous empirical works [43] [10] suggest that momentum is crucial for achieving high final test accuracy when training on large mini-batch sizes. Mathematically, momentum is similar to an exponentially-weighted moving average of past gradients. We denote the momentum vector as $\bar{\mathbb{m}}^t = \gamma \bar{\mathbb{m}}^{t-1} + \mathbb{g}^{t-1}(\tau)$, where $\gamma$ is the momentum coefficient.

**Algorithm 4 LAGA-SGDM**

1. Compute gradient $\mathbb{g}_i^t(\tau) \leftarrow \frac{1}{T} \sum_{j=1}^{T} \nabla F_i (\hat{x}^j; \xi_{i,j}^t)$
2. Update momentum $\bar{\mathbb{m}}^t \leftarrow \gamma \bar{\mathbb{m}}^{t-1} + \mathbb{g}^{t-1}(\tau)$
3. Update parameters $\mathbb{x}^{t+1} \leftarrow \mathbb{x}^t - \eta \mathbb{m}^t$
4. Non-Blocking AllReduce $\mathbb{g}^t(\tau) \leftarrow \frac{1}{N} \sum_{i=1}^{N} \mathbb{g}_i^t(\tau)$

Algorithm [3] describes the LAGA-SGDM (LAGA with SGD-Momentum) algorithm in details. Notice that $\bar{\mathbb{m}}$ is equal across all workers since it is updated with the same average gradient $\mathbb{g}$ and initialized to zero.

Recent works [53] [15] show that lag and momentum do not work well together. In asynchronous settings, where the lag is more significant, training with momentum reduces the convergences speed and might cause complete divergence [59] [7].

To remedy, we start by observing that the lag causes LAGA to compute the gradient on $\hat{x}^t$ but rather apply it on $\mathbb{x}^{t+1}$. [34] proposed Nesterov Accelerated Gradient (NAG), which computes the gradient after taking into account the momentum vector trajectory. In NAG, the gradient is computed on $y = x - \eta \gamma \mathbb{m}^{t-1}$ but applied on $x$, where the former already includes the momentum vector impact on the next update step. [8] reparameterized NAG so the gradient $\nabla F(y; \xi)$ is both computed and applied on the same set of parameters $y$, but still maintain the same benefits of NAG. We apply the same methodology of [8] to LAGA-SGDM and define $\hat{y}^t = x - \eta \gamma \mathbb{m}^{t-1}$.

$$
\hat{y}^{t+1} = y^t + \eta \gamma \mathbb{m}^{t-1} - \eta \gamma \mathbb{m}^t - \eta \mathbb{g}^t \\
= y^t + \eta \gamma \mathbb{m}^{t-1} - \eta \mathbb{m}^t - \eta \mathbb{g}^{t-1}(\tau) \\
= \hat{y}^t - \eta \gamma \mathbb{m}^{t} + \hat{g}^{t-1}(\tau) \\
$$

Equation [9] shows the reparameterized update step of LAGA-SGDM. We name this variation as LAGA-SGDN (LAGA with SGD-NAG).

**Algorithm 5 LAGA-SGDN**

1. Compute gradient $\mathbb{g}_i^t(\tau) \leftarrow \frac{1}{T} \sum_{j=1}^{T} \nabla F_i (\hat{x}^j; \xi_{i,j}^t)$
2. Update momentum $\hat{\mathbb{m}}^t \leftarrow \eta \gamma \mathbb{m}^{t-1} + \hat{\mathbb{g}}^{t-1}(\tau)$
3. Update parameters $\hat{y}^{t+1} \leftarrow \hat{y}^t - \eta \gamma \hat{\mathbb{m}}^{t} + \hat{g}^{t-1}(\tau)$
4. Non-Blocking AllReduce $\hat{\mathbb{g}}^t(\tau) \leftarrow \frac{1}{N} \sum_{i=1}^{N} \mathbb{g}_i^t(\tau)$

Algorithm [5] describes in details the LAGA-SGDN algorithm. The model parameter vector $\hat{y}$ is used for both
computing the gradient and applying it, but it maintains the same essential properties to that of NAG. In the next section we present empirical results which show the benefits of LAGA-SGDN in final accuracy and convergence speed.

5. Experiments

In this section we conduct an empirical evaluation of LAGA, where we analyse the training speed of LAGA as well as its convergence rate and final accuracy. Our evaluation consists of the following algorithms:

- **SSGD**: The synchronization is executed right after the computations of the backpropagation.
- **SSGD-OPT**: The synchronization is overlapped with the computations of the backpropagation [29].
- **LAGA**: The synchronization is executed with a non-blocking call in the background.

We conduct our experiments on a system with eight NVIDIA® GeForce® RTX 2080 Ti GPUs [2] that each have 11GB of internal memory. We run our code on the PyTorch [35] framework, which is a highly popular and open-sourced deep learning framework for training neural networks. All algorithms utilize the efficient NCCL [23] for fast and optimized AllReduce operations. For consistency and reproducibility, we run all of our experiments on the exact same publicly available Docker [32] image (provided by Horovod [42]). This simplifies the reproducibility of our software setup.

We provide an open-source implementation of LAGA written in both PyTorch and Horovod [42] frameworks. Horovod is a highly popular open-sourced distributed neural network framework which is heavily used by the machine learning industry. Providing an implementation for both frameworks expands the compatibility of LAGA for future research directions and adaptations. We note that although LAGA is implemented with an AllReduce operation, it is also fully compatible in the parameter-server setting which has recently received several efficient implementations [60] [11] [25] [50] [37] [28].

5.1. Communication Efficiency

In this section we focus on the training speed of the different algorithms. We evaluate on a wide range of neural architectures which provide interesting insights about their properties. For accurate and comparable measurements, each experiment in this section was computed 5000 times, which we present with both the mean and the 95% confidence interval (marked as the black lines on top of the bar plots).

We first analyse the idle time. Figure 4 shows the idle time of the different algorithm on various neural architecture and gradient accumulation settings. On Wide ResNet-101-2 [57] with \(\tau = 1\), LAGA has 3.89x less idle time than SSGD and 2.67x less than SSGD-OPT. Increasing \(\tau\) on communication intensive neural architecture, such as VGG-16, results in even higher gains for LAGA, where in the VGG-16 neural architecture with \(\tau = 4\), LAGA has 5.24x and 4.54x fewer idle time compared to SSGD and SSGD-OPT respectively. Finally, on the highly popular and communication friendly ResNet-50 neural architecture with \(\tau = 1\) (as demonstrated in Figure 3), LAGA reduces the idle time by 2.3x and 1.45x compared to SSGD and SSGD-OPT respectively. We note that on newer and faster computational devices (with the same communication bandwidth) the idle time reduction would be even higher.

Next, we analyse the scalability (also known as scaling efficiency), which we define as the wall-clock-time ratio to that of a linear scalable algorithm. Intuitively, a communication efficient algorithm would have a scalability of close to one. Figure 5 shows the scalability of the algorithms on a wide variety of different neural architectures. Figure 5b shows the scalability when training with \(\tau = 2\), where we notice that LAGA achieves near linear scalability on certain neural architectures and outperforms both SSGD and SSGD-OPT. Neural architectures with a high \(T_{comm}\), such as VGG-19 [46] (Figure 3), are difficult to scale; however, LAGA manages to achieve near linear scalability whereas SSGD and SSGD-OPT achieve a significantly lower scalability. Notice that the scalability of all algorithms improves as we increase \(\tau\), which empirically justifies our theoretical analyse in Section 3. These results are in correspondence to Figure 4 lowering the idle time results in higher scalability.

Figure 6 shows the speedup gains of LAGA on different \(\tau\) compared to SSGD without accumulations. As \(\tau\) increases the speedup gains of LAGA grow as well, reaching a speedup of up to 2.96x. Notice that when \(\tau = 4\) the speedup gains of LAGA start to saturates since LAGA is near linear scalability and the amount of gradient accumulations is already close to \(T_{LAGA}\). We note that neural architectures with a higher communication overhead have a higher \(T_{LAGA}\) and therefore enjoy speedup gains on even larger amount of gradient accumulations.

5.2. Final Accuracy and Convergence Rate

In the previous section we saw that LAGA trains faster than SSGD alternatives and scales better when joint with gradient accumulation. In this section, we focus on the convergence rate and final accuracy with respect to epochs rather than time, where synchronous algorithms usually dominate thanks to their fast convergence speed.

Our accuracy evaluations focus on the ResNet-50 [19] neural architecture on the ImageNet [40] dataset, which is a highly popular benchmark in image classification [4] [54].

The training follows the same schedule and hyperparameters as [17], which we detail below. Each worker computes the gradient on a batch size of 32 and the batches are shuffled after each epoch. The initial learning-rate is 0.1 (when \(\tau = 1\)) and is scaled linearly with respect to \(\tau\). Furthermore, the learning-rate is gradually warmed-up during the early iterations (first 5 epochs) and is decayed by 0.1 at epochs 30, 60, and 80. The training is spanned across 90 epochs in total, with a momentum coefficient of 0.9 and a
Figure 4: The idle time (ms) due to communication overhead. Increasing $\tau$ reduces the idle time for all algorithms and neural architectures, where LAGA is the least idle in all the settings.

Figure 5: A scalability comparison of the different algorithms.

Figure 6: Speedup of LAGA.

TABLE 1: ResNet-50 ImageNet Final Test Accuracy

<table>
<thead>
<tr>
<th>#Accumulations</th>
<th>SSGD</th>
<th>LAGA-SGDM</th>
<th>LAGA-SGDN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76.4%</td>
<td>76.44%</td>
<td>76.3%</td>
</tr>
<tr>
<td>2</td>
<td>76.24%</td>
<td>75.95%</td>
<td>76.28%</td>
</tr>
<tr>
<td>4</td>
<td>76.23%</td>
<td>75.63%</td>
<td>76.28%</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper we presented LAGA, a novel and efficient algorithm that leverages gradient accumulation to further hide the communication overheads. We conducted a thorough study on a variety of neural architectures and showed that LAGA achieves near linear scaling with a speedup of up to 2.96x and 5.24x less idle time on the ImageNet dataset. We provide an open-source implementation of LAGA in both PyTorch and Horovod frameworks for a wide-range compatibility. We showed that LAGA can achieve the same final accuracy and convergence speed as SSGD. Finally, we provided a theoretical convergence proof for LAGA, which achieves the same theoretical convergence rate to that SSGD.

The scaling of large neural networks, such as Transformer based architectures [15], is an ongoing challenge [25] due to high communication to computation ratio (large $\psi$). In such cases, LAGA would benefit high speedup gains. Future works that combine LAGA with communication reduction algorithms [52] [41] [53] can further reduce the communication overhead.
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