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**ABSTRACT**

Complex event processing (CEP) is widely employed to detect user-defined combinations, or patterns, of events in massive streams of incoming data. Numerous applications such as healthcare, fraud detection, and more, use CEP technologies to capture critical alerts, threats, or vital notifications. This requires that the technology meet real-time detection constraints. Multiple optimization techniques have been developed to minimize the processing time for CEP, including parallelization techniques, pattern rewriting, and more. However, these techniques may not suffice or may not be applicable when an unpredictable peak in the input event stream exceeds the system capacity. In such cases, one immediate possible solution is to drop some of the load in a technique known as load shedding.

We present a novel load shedding mechanism for real-time complex event processing. Our approach uses statistics that are gathered to detect overload. The solution makes data-driven load shedding decisions to drop the less important events such that we preserve a given latency bound while minimizing the degradation in the quality of results. An extensive experimental evaluation on a broad set of real-life patterns and datasets demonstrates the superiority of our approach over the state-of-the-art techniques.
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**1 INTRODUCTION**

The discovery of complex combinations, or patterns, in data items can be used to capture critical alerts, potential threats, vital notifications, or rare and unique opportunities. Complex event processing (CEP) is a technology aimed at the efficient real-time detection of such complex data patterns over massive input data streams. Online finance [6, 52], fraud detection [11, 54], and security monitoring are among the many applications employing CEP technologies. Figure 1 illustrates the use of CEP in the fraud detection domain.

In fraud detection, for example, online data items of credit card usage continuously stream into a CEP engine from one or more data sources. Such data items arriving from input event streams are referred to as primitive events, or simply events. Each event belongs to an event type, which defines a set of attributes to be associated with an event. For example, one could define BigTransReq as a type representing a transaction request for a large sum; its attributes could then be (cardID, amount).

CEP patterns specify scenarios of interest to be detected. For example, assume we want to detect a potential fraud attempt by recognizing a sequence of two failed CVV attempts, followed by a successful CVV attempt. In fraud attempts, this may typically be followed by an initial small transaction request and then a second large transaction request for an amount greater than $10,000, and at least 10 times greater than the preceding small transaction request amount. All this occurs within a time window of five minutes. Such a pattern could be formally written as follows:

\[
\begin{align*}
\text{PATTERN} & (1) \quad \text{SEQ}(\text{CovRefused}1\ a, \text{CovRefused}2\ b, \\
& \quad \text{CovConfirmed}\ c, \text{SmallTransReq}\ d, \text{BigTransReq}\ e) \\
\text{WHERE} & (e.\text{amount} > d.\text{amount} \times 10) \land (e.\text{amount} > 10,000) \\
& \land (a.\text{cardID} = b.\text{cardID} = c.\text{cardID} = d.\text{cardID} = e.\text{cardID}) \\
\text{WITHIN} & 5\ \text{minutes}
\end{align*}
\]

Detecting pattern matches while maintaining low latency is crucial in a variety of application domains. In our example above, a failure to quickly detect a fraud attempt could allow a fraudster to

![Figure 1: Fraud detection process. Clients attempt to perform transactions using a credit card (1). The data is sent to the card’s issuer bank and the CEP system (2). The CEP system detects a fraud attempt and immediately alerts the bank (3), which refuses the transaction (4,5).](image-url)
use the credit card of the victim. The maximum acceptable detection latency bound in this case is the time it takes from the large transaction request until the card issuing bank responds to the request. Fraud alerts received after the transaction approval will be useless as the money has already been withdrawn.

Many optimization techniques have been proposed to minimize the processing latency in CEP systems [16, 19, 20, 28, 40, 55, 56], including pattern rewriting, sub-expression sharing, and parallelization. However, a sudden and unpredictable peak in the rate of incoming events may exceed the system capacity, rendering the above optimizations useless and leading to inevitable data loss. In these cases, an immediate action must be taken to minimize this data loss and ensure that the remaining pattern matches are still detected within the required latency bound.

One possible solution for the above situation could be to dynamically scale up the application or to overprovision it in advance. However, with the recent advances in edge processing and IoT, CEP is often handled at the edge by a multitude of small and inexpensive devices with restricted resources. Therefore, the aforementioned approach would not be applicable in many common use cases where scaling up or over-provisioning resources is not possible.

In this paper, we discuss an alternative solution, which is to drop some of the load. This process is also known as load shedding. Dropping load prevents the formation of large queues and keeps the detection latency below the desired latency bound. While some fraction of the data is still lost, correctly performed load shedding attempts to minimize the loss of ‘important’ data items. Achieving the perfect balance between maintaining the latency bound and minimizing this loss is the main challenge in practically applying load shedding. In the fraud detection example, load must be shed in a way that maintains as many fraud alerts as possible. This can be achieved by dropping the events that are less likely to be part of a pattern match such as Pattern (1). Additionally, the load shedding process must incur minimal overhead.

Load shedding has gained much attention in the area of classic data stream processing [30, 31, 38, 39, 41, 44, 51, 53]. However, CEP imposes new difficulties and amplifies the existing challenges in producing optimal load shedding decisions. CEP systems must capture the correlations and dependencies created by combining multiple data items. For example, if we revisit Pattern (1), dropping all events indicating an incorrect CVV code (CvvRefused event types) will result in zero detected matches. In general, the contribution of each event to the overall load and to the system output depends on the combination of multiple parameters.

Load shedding in CEP has been studied by numerous authors [27, 47–49, 58]. However, these works share a number of limitations. First, most authors assume a strong connection between an event’s importance and either its position in the window [48, 49], the importance of a partial match containing it [58], or its frequency of appearance [27]. These assumptions do not always hold. In addition, all published methods except [58] lack a semantic load shedding mechanism, and all existing works that use a cost model based on partial matches [47, 49, 58] perform poorly in real-life CEP settings, as we experimentally evaluate in this paper.

We present a novel, scalable, and efficient load shedding mechanism for CEP systems. DARLING (DAta dRiven Load sheddIng) partitions the input event stream into dedicated buffers from which the CEP engine consumes events. Considering arrival rates, cross-buffer correlations, and estimated processing complexity, DARLING assigns a global constraint on the size of the input event stream and local constraints on the size of each of these buffers. The former is utilized to detect overload situations, and the latter constraints dictate from which buffers to drop events and how much to drop. In addition, DARLING estimates the importance of each event with a utility function computed via data-driven statistical methods, which allows it to drop the least important events first.

We conducted an extensive experimental study comparing DARLING to three state-of-the-art CEP load shedding methods. The experiments, covering three real-world datasets and a broad set of patterns, demonstrated the scalability of our approach and its superiority over the examined methods in terms of latency, percentage of detected matches, and processing overhead.

2 BACKGROUND AND TERMINOLOGY

2.1 Complex Event Processing

The goal of a complex event processing (CEP) system is to monitor massive high-speed data streams for combinations of events satisfying user-specified patterns.

A pattern is defined by a combination of primitive events, operators, predicates, and a time window. The most commonly used operators in CEP are sequence, conjunction, disjunction, negation (i.e., absence of an event from some position in the match) and Kleene closure (i.e., one or more instances of an event).

As an example, the following pattern from the fraud detection domain consists of a sequence of three event types that represent small, medium, and large transaction requests:

\[
\text{PATTERN(2) SEQ(SmallTrans a, MediumTrans b, BigTrans c) WHERE(a.cardID = b.cardID = c.cardID) \land (a.amount > 100) \land (b.amount > a.amount \times 10) \land (c.amount > b.amount \times 100) WITHIN 5 minutes}
\]

CEP engines use an evaluation mechanism to create an internal representation of the pattern, defining the loose order by which events are combined during the pattern matching process. The most common evaluation mechanisms are trees [37], non-deterministic finite automata [55], and event processing networks [21].

In a tree evaluation mechanism, each leaf represents an event type. For clarity, we denote the leaf name as the corresponding event type name. Primitive events continuously stream into the system, arrive at the appropriate leaf, and are processed up the tree. Each node in the tree contains a set of conditions to be satisfied by the combinations of incoming events, including time window constraints and pattern predicates. When all conditions are satisfied by some combination, it is stored at the node as a partial match (PM) and transferred up the tree where the matching procedure repeats. Partial matches that reach the tree root and satisfy its conditions become full matches and are reported to the user.

Figure 2 displays a tree evaluation process for Pattern 2. Assume all events have the same cardID attribute. When event a1 arrives in the system, it is routed to the corresponding leaf Small, and tested against its conditions. Since a1.amount > 100, a new partial match PM1 is created. When b1 arrives at Medium leaf, since there are no conditions to be satisfied, a new partial match PM2 is created.
and saved in the node. PM2 is then combined with PM1 to form a combination \((a_1, b_1)\), which is tested against the conditions in the parent node SEQ1. Since the combination satisfies the conditions, it forms a new partial match PM3, at SEQ1. At the moment, no events of type BigTrans have arrived; hence, there are no partial matches to be combined with PM3 and the processing of \(b_1\) terminates. When an event \(c_1\) is processed, it creates PM4, which is then combined with PM3. This new combination satisfies the root conditions, creating a match \((a_1, b_1, c_1)\) that is reported to the user.

The number of partial matches created during evaluation is influenced by numerous factors. One major factor is the distribution of event attribute values. Revisiting Figure 2, when a new event \(b_2\) arrives in the system and creates PM5, PM5 is combined with PM1. However, no partial match is produced from \(b_2\), \(a_1\), and \(a_2\) having a relative weight of 10.

The event attributes essentially impact the predicate selectivity—the probability that a combination of events will pass the predicate.

Additional factors directly proportional to the number of PMs created are the window size and the arrival rates of the different event types. The window size determines the maximum possible time difference between two events in a match. The event type arrival rate specifies the number of primitive events of this type that arrive in the system per unit time.

Each newly arrived event is evaluated against all the relevant PMs in the system. Thus, the more PMs are stored, the longer it takes to process an event, thereby reducing the detection latency.

### 2.2 Load Shedding

As we defined in Section 1, load shedding is a technique used to reduce latencies in overload situations under a resource-constrained environment. In general terms, load shedding is performed by dropping objects from the system. While load shedding is vital for maintaining the latency bound, dropping objects can have a drastic effect on the quality of results. Therefore, a load shedding algorithm must quickly detect situations where the risk of violating the defined latency bound is present, shed load with minimal degradation of system output, and incur minimal performance overhead.
which objects to drop. The intersection in the numerator is necessary to avoid considering value per event. The higher the utility value of an event, the more verified. If the local constraint of a buffer is violated, events must be dropped from this buffer. When events are dropped, this essentially requires the absence of an event from some position in the match. Therefore, dropping this event can create a false positive match if the other conditions of the pattern are satisfied.

4 DARLING

4.1 Load Shedding in DARLING

DARLING addresses three integral components of load shedding: (1) detecting overload, (2) deciding how much to drop, and (3) deciding which objects to drop.

At periodic intervals, when it has enough resources available, DARLING gathers statistics on the distribution of attribute values, event-type arrival rates, and selectivity of the conditions.

Using these statistics, DARLING computes $N_{in}$, the maximum number of queued events in the input event stream before latencies exceed $L_{max}$. The value $N_{in}$ is a global constraint for the size of the input event stream, and indicates the need to drop events (1); its calculation is detailed in Section 4.2.1. For each event type, DARLING creates a buffer that accumulates events of the corresponding type (4). Since buffer $B$ is full and its local constraint is violated, the event $b_6$ with the lowest utility value is dropped from the system (d), and $b_8$ is added to the buffer (e) for further processing.

![Figure 3: Load shedding process in DARLING. As new event $b_8$ arrives in the system and the global constraint $N_{in}$ is violated (a), the event's utility value is calculated using the statistics gathered (b). The system then routes the event to the corresponding buffer of event type $B$ (c). Since buffer $B$ is full and its local constraint is violated, the event $b_6$ with the lowest utility value is dropped from the system (d), and $b_8$ is added to the buffer (e) for further processing.](image)

The intersection in the numerator is necessary to avoid considering false positive matches that do not appear in $M_{p_i}(P, S, \chi, \psi_0)$. Such matches can be generated, for example, when events that appear under the negation operator are dropped. The negation operator essentially requires the absence of an event from some position in the match. Therefore, dropping this event can create a false positive match if the other conditions of the pattern are satisfied.

important it is. These values are calculated on-the-fly using utility functions that were created in the statistics gathering phase. The calculation of utilities is explained in Section 4.3.

Dropping the events with the lowest utility from the buffer requires that we maintain sorted buffers, which is time-consuming. To perform fast load shedding decisions, we introduce new auxiliary data structures for each event type buffer, with negligible memory overhead. We describe these data structures in Section 4.4.

Figure 3 illustrates the flow of DARLING in overload situations where the global constraint $N_{in}$ is violated. In non-overload mode, when $N_{in}$ is not exceeded, utility values are not calculated and events are simply appended to their corresponding buffers. To account for data drift, the statistics gathering phase is activated upon concept drift detection [24, 25, 31]. The values of $N_{in}$, $N_T$, and the utility values are updated accordingly, and any excess load dropped is based on the new utility calculations.

4.2 Setting Global and Local Constraints

DARLING sets a global constraint $N_{in}$ on the size of the queued events from the input event stream; an overload situation is indicated when its value is exceeded. Furthermore, DARLING creates a separate buffer for each event type $T$ with a local constraint $N_T$ to indicate the maximum buffer size in overload situations.

Next, we explain how to set the global and local constraints to preserve detection latencies, as defined in Equation (2) under a given latency bound $L_{max}$.

In general, latencies grow in response to high resource utilization. More specifically, in CEP, computing complicated predicates over a potentially exponential number of partial matches can overload the processor and cause latencies to increase.

For simplicity, the following calculations assume an underlying tree evaluation mechanism $\gamma$ for a single pattern. To simplify our explanation, we assume the pattern is purely conjunctive, containing an AND operator and a conjunction between the pattern conditions. This follows previous work [33] that describes how a pattern or nested patterns containing SEQ, OR, NOT, and Kleene closure operators can be represented and detected as either a pure conjunctive pattern or their union. Potential extensions of DARLING to multiple patterns and additional evaluation mechanisms are described in Section 4.5.
process a single arbitrary event of type \( C \) make no sense because the buffer of see where excess load should be dropped. In this case, the buffer of \( N \) attributes’ content, and arrival rates for various event types. PMs that exist in the system, the complexity of the conditions, the events of different types can take different amounts of time. This between the different buffers stems from the fact that processing 4.2.2 Calculating \( N_{in} \) \[ \frac{Z(T) \times R(T)}{\sum_{T' \in \text{TYPES}} Z(T') \times R(T')} \times N_{in} \times \beta \]

4.2.3 Calculating \( Z(T) \). We first introduce some preliminary notations. Given a tree evaluation mechanism \( \chi \) and an event type \( T \), we define \( \text{Ctype}(T) \) as the set of conditions that contains attributes of event type \( T \), and \( \text{Cnode}(N) \) as the conditions set in node \( N \in \chi \). For example, in Figure 4, \( \text{Ctype}(A) = \{c_1, c_2, c_4\} \), \( \text{Ctype}(B) = \{c_2, c_3\} \), and \( \text{Ctype}(C) = \{c_5, c_4\} \). Moreover, \( \text{Cnode}(A) = \{c_1\} \), \( \text{Cnode}(B) = \text{Cnode}(C) = \emptyset \), \( \text{Cnode}(N_1) = \{c_2\} \), and \( \text{Cnode}(N_2) = \{c_3, c_4\} \).

Note that in a tree or DAG evaluation mechanism, each leaf represents an event type \( T \). All conditions in \( \text{Ctype}(T) \) appear in the nodes on the path from the corresponding leaf representing \( T \) to the root, which we refer to as \( \text{PATH}_\chi(T) \). In Figure 4, \( \text{PATH}_\chi(A) = \{A, N_1, N_2\} \), \( \text{PATH}_\chi(B) = \{B, N_1, N_2\} \), and \( \text{PATH}_\chi(C) = \{C, N_2\} \).

The processing time used to calculate each condition \( c_i \) depends on the condition’s complexity. For example, in Figure 4, calculating condition \( c_1 \) will take more processing time than calculating \( c_1 \). Therefore, we assume that the evaluation of each condition \( c_i \) takes \( f_i \) time units, where \( f_i \) can be easily calculated.

When a new event \( e_T \) of type \( T \) arrives in the system, it triggers the formation of new partial matches. The number of partial matches formed in each node depends on the other existing partial matches in the system. This means that the arrival of \( e_T \) creates a different number of new PMs at different nodes on \( \text{PATH}_\chi(T) \). Assume that \( \text{PM}(N, T) \) represents the average number of \( \text{PM}(N, T) = \frac{\sum_{c_i \in \text{Cnode}(N)} f_i}{\text{Cnode}(N)} \times \text{PM}(N, T) \times \beta \)

4.2.2 Calculating \( N_{in} \). Assume that \( \Xi \) is the average time used to process a single event in a steady state of the system, and is calculated during the system run-time.

Now, assume w.l.o.g. a match \( m \) whose latest event is \( e_n \), namely, \( \text{argmax}_e \{\text{timestamp} \vee e \in m\} = e_n \), and that \( e_n \) is the \( n \)-th event queued in the input event stream. The detection latency of \( m \), \( l(m) \) is measured from the moment \( e_n \) arrives at the system until the system has finished processing it. Essentially, this is the amount of time it takes to process all \( n - 1 \) events in the input event stream that precede \( e_n \)’s arrival, plus the time to process event \( e_n \). As mentioned above, in a steady state, the average time used to process an arbitrary event is \( \Xi \), hence the time needed to process \( n \) events is \( n \times \Xi \). To avoid exceeding \( L_{max} \), we require that \( l(m) \leq L_{max} \). Consequently, the following must hold:

\[ n \times \Xi \leq L_{max} \implies n \leq \frac{L_{max}}{\Xi} \implies N_{in} = \frac{L_{max}}{\Xi} \]

4.2.2 Calculating \( N_{T'} \). Our motivation for not dividing \( N_{in} \) equally between the different buffers stems from the fact that processing events of different types can take different amounts of time. This time period will depend on the system state and the number of PMs that exist in the system, the complexity of the conditions, the attributes’ content, and arrival rates for various event types.

In Figure 4, assume the arrival rates: \( R_A = 2, R_B = 5, R_C = 5 \). Moreover, assume that \( N_{in} = 12 \) containing 2, 5, and 5 events of types \( A, B, \) and \( C \), respectively. If we split \( N_{in} \) equally between the buffers, each event type will have a local constraint of \( N_{A} = N_{B} = N_{C} = 4 \). When the 6th event of type \( C \) arrives in the system, the global constraint is violated and the local constraints are tested to see where excess load should be dropped. In this case, the buffer of \( C \), which contains 6 events, will drop 2 events. Clearly, this would make no sense because the buffer of \( A \) has 2 available slots. In this case, the red lines would serve as better local constraints. We next introduce a superior method for splitting \( N_{in} \) among event type buffers and minimizing the unnecessary dropping of events.

Assume that \( Z(T) \) (Section 4.2.3) is the average time used to process a single arbitrary event of type \( T \), \( R(T) \) is the arrival rate of event type \( T \), and that \( \text{TYPES} \) is the set of event types in the pattern. Moreover, assume that \( \beta \in [0, 1] \) indicates the proportion of the global constraint \( N_{in} \) after which we start to drop events. \( \beta \) is a user-defined parameter employed as a safety factor to guarantee that \( L_{max} \) is not violated. Hence, the local constraint for each buffer of event type \( T \) is:

\[ L_{cond}(N) = \sum_{c_i \in \text{Cnode}(N)} f_i \] (5)

\[ L_{peer}(N) = L_{cond}(\text{parent}(N)) \times \prod_{N' \in \text{peers}(N)} \text{PM}(N') \] (6)

\[ Z(T) = \sum_{N \in \text{PATH}_\chi(T)} (L_{peer} (N) + V_n + V_r) \times \text{PM}(N, T) \] (7)

\( L_{cond}(N) \) represents the processing time needed to evaluate all the conditions of node \( N \) for a single combination of primitive events. \( L_{peer}(N) \) represents the processing time needed to combine a single \( \text{PM} \) in node \( N \) with all the corresponding partial matches in the peer nodes of \( N \) (\( \text{peers}(N) \)), and to evaluate the parent node conditions on the newly created combinations. Equation (7) describes the total processing time used for all calculations resulting from the arrival of \( e_T \) to the system. For each node \( N \) in the path from the leaf of \( T \) to the root, we calculate the number of new partial matches created in \( N \) from the arrival of \( e_T \) to the system, \( \text{PM}(N, T) \). For
each new partial match, we calculate the time it takes to combine it with all PMs in the peer nodes and evaluate the parent conditions, \(L_{\text{peer}}(N)\), and the time to create and insert the PM in the system, and then remove it from the system when it is expired.

To complete the formulation, we only need to show how to compute \(PM(N,T)\) and \(PM(N)\). We start by explaining the calculation of \(PM(N,T)\). Assume \(PM(N)\) represents the average number of PMs existing at node \(N\), and that \(SEL(c_i)\) represents the selectivity of condition \(c_i\). Then, the selectivity of node \(N\) is:

\[
SEL(N) = \prod_{c_i \in \text{mods}(N)} SEL(c_i).
\]

For a leaf node \(L\), the average number of new PMs created in \(L\) as an event of type \(T\) arrives is \(SEL(L)\), provided \(L\) is the corresponding leaf of event type \(T\); otherwise 0:

\[
PM(L,T) = SEL(L) \times 1_{L=T}
\]

The number of new PMs created in node \(N\) due to the arrival of an event of type \(T\) can be calculated as:

\[
PM(N,T) = SEL(N) \times \prod_{N'' \text{sons}(N) \cap PATH_x(T)} PM(N'',T) \times \prod_{N' \text{sons}(N) \cap PATH_x(T)} PM(N')
\]

(9)

Where \(\text{sons}(N)\) represents the children of node \(N\). The number of new combinations created is the number of new PMs in the child belonging to \(PATH_x(T)\) multiplied by the existing PMs in the other children. Multiplying this number of all possible new combinations by the selectivity of \(N\) will result in the number of new PMs created in \(N\) as an event of type \(T\) arrived.

Similarly, given the arrival rate \(R(T)\) of event type \(T\) and the window size \(w\), the expected number of partial matches \(PM(N)\) in node \(N\) can be calculated as follows:

\[
PM(N) = \left\{ \begin{array}{ll} R(N) \times SEL(N) \times w & \text{if } N \text{ is a leaf} \\ \prod_{N' \text{sons}(N)} PM(N') & \text{otherwise} \end{array} \right.
\]

(10)

For an event type \(T\) under the Kleene closure operator, we consider its arrival rate as \(2^{R(T)}\) in Equation (10) and multiply by \(2^{R(T)} \times w\) Equation (8) since it creates exponential number of events.

### 4.3 Utility Calculation

DARLING’s objective is to maintain a given latency bound \(L_{\text{max}}\) while trying to maximize the percentage of detected matches (Equation (4)). Therefore, the utility values should reflect the importance of an event to the rate of detected matches. Next, we explain how to create a utility function for each event type; this utility function is used later for on-the-fly utility assignment.

Assume that each event type \(T\) has a list of \(n_T\) attributes with some global order: \(\text{Attr}_T = \{\Lambda^T_i, \forall i \in [0, n_T]\}\), where \(\Lambda^T_i\) represents the \(i\)-th attribute of \(T\). Moreover, assume that the probability density function (PDF) of each attribute \(\Lambda^T_i\) is known or can be estimated during the statistics gathering phase, denoted by \(\varphi^T_i\).

Given condition \(c\), which contains a set of attributes, \(\text{Attr}_c = \{\Lambda^T_i\}\), with known PDFs \(\Phi^c_\Lambda = \{\varphi^T_i\}\) (\(\Phi^c_\Lambda\) is the set of original PDFs for \(c\)’s attributes), we create a new set of PDFs for the condition \(c\):

\[
\Phi^c_\Lambda = \{\varphi^T_i, \forall \Lambda^T_i \in \text{Attr}_c\}
\]

Each PDF \(\varphi^T_i \in \Phi^c_\Lambda\) takes a value of attribute \(\Lambda^T_i = x\) as its argument and returns the probability of this value passing condition \(c\), given the known PDFs of the other attributes that appear in \(c\):

\[
\phi^c\Lambda^T_i(x) = P(c(\Lambda^T_i = x) = \text{True} | \Phi^c_\Lambda \setminus \{\varphi^T_i\})
\]

To illustrate the above, assume a condition \(c := \text{A.price} < B.price\), where \(\text{Attr}_c = \{A\text{.price} (\Lambda^A_1), B\text{.price} (\Lambda^B_1)\}\) such that \(A\text{.price} \sim N(\mu^A_1, \sigma^A_1), B\text{.price} \sim N(\mu^B_1, \sigma^B_1)\), and \(\varphi^A_1, \varphi^B_1\) are the corresponding PDFs of these normal distributions. Next, we illustrate the computation of \(\phi^c\Lambda^T_i\). For the attribute \(A\text{.price}:

\[
\phi^c\Lambda^A_1 = P(c(A\text{.price}) | \Phi^c_\Lambda \setminus \{\varphi^A_1\}) = P(A\text{.price} < B\text{.price} | \varphi^B_1)
\]

(11)

Transition (1) stems from the definition of \(\phi\), and transitions (2) and (3) are simple assignments. In transition (4) we used the cumulative distribution function (CDF) of \(B\text{.price}: CDF_{\varphi^B_1}\). Eventually, \(\phi^c\Lambda^A_1\) gets a value of attribute \(\Lambda^A_1 (A\text{.price})\) and returns the probability that it will pass the condition \(c\). A similar calculation is performed for \(\varphi^c\Lambda^B_1 = CDF_{\varphi^B_1}(B\text{.price})\). The creation of \(\Phi^c_\Lambda\) is performed periodically, depending on changes in the attributes’ PDFs \(\Phi^c_\Lambda\).

Recall from Section 4.2.3 that \(C_{\text{type}}(T)\) represents all conditions in the pattern that contain attributes of event type \(T\). The utility function of event \(e\) of type \(T\) is:

\[
U_T(e_T) = \prod_{c_i \in C_{\text{type}}(T)} \phi^c\Lambda_T^{c_T}(e_T[i]) \in [0, 1]
\]

(11)

where \(i\) is the index of attribute \(\Lambda^T_i\) of event type \(T\) that appears in condition \(c_i\), namely \(\Lambda^T_i \in \text{Attr}_c\), and \(e_T[i]\) represents the value of this attribute in event \(e_T\). In effect, the utility function \(U_T(e_T)\) gets an event \(e_T\) of type \(T\) and represents the probability that \(e_T\) will pass all conditions and be part of a match.

Continuing the above example, assume a pattern \(SEQ(A,B)\) WHERE \(A\text{.price} < B\text{.price}\), such that \(A\text{.price} \sim N(500, 300^2)\) and \(B\text{.price} \sim N(400, 200^2)\). Moreover, assume two input events of type \(A\): \(a_1(\text{price} = 200), a_2(\text{price} = 700)\). Then, using \(\phi^A\text{.price}_1\) and \(\varphi^B\text{.price}_1\), we get \(U_A(a_1) = 0.8413, U_A(a_2) = 0.066\). Considering the attributes’ distributions, \(a_1\) is indeed more likely to appear in matches and is thus assigned a higher utility value.

Calculating the utility values has a negligible effect on the performance of DARLING in overload mode. The utility calculation for event \(e_T\) of type \(T\) is performed on-the-fly by evaluating Equation (11) using \(e_T\) and depends on \(|C_{\text{type}}(T)|\). Assume that evaluating each \(\phi \in \Phi^c_\Lambda\) for arbitrary condition \(c\) takes \(y\) time units. Then, evaluating \(U_T(e_T)\) takes \(\tau_T = |C_{\text{type}}(T)| \times y\) time units.

### 4.4 Auxiliary Data Structures

To enable lightweight load shedding decisions, we introduce new auxiliary data structures that enable DARLING to quickly drop the events of lowest utility.

For each buffer of event type \(T\), DARLING creates \(\xi_T\) arrays: \(\text{UtilArr}^\xi_T, ..., \text{UtilArr}^{\xi_{\lambda\text{T}}}\). When event \(e_T\) of type \(T\) with utility \(u \in \)
This means that less events will be in the same array and enable values appear in square brackets. The overall memory complexity of the data structures size. The memory used by these data structures for event type utility array, which is negligible and does not depend on the array size. As the number of arrays increases, the probability of collisions decreases, i.e., the probability that \( |u \times \xi_T| = |u_2 \times \xi_T| \) for \( u_1 \neq u_2 \). This means that less events will be in the same array and enable more accurate and granular dropping by utility values. However, the system consumes more memory when it creates more arrays.

The complexity of inserting and dropping events from these data structures involves appending a value to an array, removing a random value from the array, and maintaining the minimum-utility array, which is negligible and does not depend on the array size. The memory used by these data structures for event type \( T \) is \( (N_T + \xi_T) \times B \) where \( B \) is the number of bytes needed for storing a pointer. The overall memory complexity of the data structures is \( \sum_{T \in \text{TYPES}} (N_T + \xi_T) \times B \) bytes, which is negligible overhead compared to the buffers and the exponential PMs memory usage.

The auxiliary data structures are created upon demand and used only during overload situations. We denote \( \Upsilon_T \) as the threshold that indicates the need to create the auxiliary data structures for the buffer of event type \( T \). As explained previously, each buffer of event type \( T \) has a local constraint \( N_T \) on its size. To create the auxiliary data structures, we need to calculate utility values for each event in the buffer and assign the event’s pointer to the corresponding array. Recall that \( \sigma_T \) is the time needed to calculate the utility value for a single event of type \( T \). Hence, \( N_T \times \sigma_T \) is the time it takes to calculate utilities for all events in the buffer of \( T \). During this time, the number of events from the buffer that should have been processed is \( \frac{N_T \times \sigma_T}{\Upsilon_T} \). Therefore, we start creating the new auxiliary data structures before the overload, when the buffer size reaches the threshold \( \Upsilon_T = \frac{N_T \times \sigma_T}{Z(T)} \).

### 4.5 Potential Extensions

In this section, we describe the extensions that are natively supported by the design of DARLING and will be addressed in our future work.

**Popular evaluation mechanisms.** The widely used evaluation mechanisms listed in Section 2.1 are represented by a directed acyclic graph (DAG) and only differ in the restrictions on the allowed graph topology. To adapt DARLING to these mechanisms, the cost model (Equations (5) - (10)) should be extended to accommodate additional graph typologies. It should include proper evaluation of the number of PMs created during processing by the new graph topology (Equations (6)-(10), the corresponding path in which an event is evaluated (Equations (6)-(7)), and the location of the conditions (Equation (5)). We invite the reader to refer to [33] for more details on the cost model.

**Multi-pattern scenario.** Multi-pattern CEP is an active research area [34, 43, 57]. Support for multi-patterns will affect both the cost model and the utility calculation in DARLING. In multi-pattern CEP, each pattern can have a different importance and a different latency bound requirement. Extending DARLING to comply with different latency bounds will require creating a separate input buffer (Section 4.2.1) and a respective constraint per latency bound requirement. Events will have to be routed to the input buffers according to the tightest constraint on the latency bound for their type.

The local constraints (Section 4.2.2) on the event types’ buffers should capture the importance of the different patterns. This can be achieved by weighting the equation in Section 4.2.2, with the maximum weight related to each event type. That will enable less shedding of events related to more important patterns, with respect to the system’s core as defined in Equation (4). As discussed in [34], a multi-pattern evaluation mechanism can be represented as a DAG or a forest of DAGs. Extending the cost model for graphs, as defined above, will enable the precise calculation of \( Z(T) \) for multi-pattern.

As explained in Section 4.3, each event has a utility value that reflects its probability of being part of a match for a specific pattern, as defined in Equation (11). For a multi-pattern scenario, the utility of an event belonging to multiple patterns can be computed as a weighted average or as the maximum of its utilities as computed for the different patterns that contain it.

**Parallel and distributed CEP.** DARLING can be executed in parallel and/or on distributed nodes [45] without any scalability issues. This follows from the core design choice of DARLING of dropping events upon their arrival to the system. The only overhead in deploying DARLING with a distributed or parallelized CEP mechanism would be in the statistics gathering phase and when updating the cost model, where the parallelized or distributed components must synchronize. Nevertheless, this overhead is small since it happens only upon detection of concept drift, and when the system has enough available resources.
5 EXPERIMENTAL EVALUATION

5.1 Experimental Setup

Experimental environment. To simulate a resource-constrained environment, we packed our code in Docker containers. Each container was built from an Alpine3.12 Linux image. Unless stated otherwise, we limited the resources for each container to 1 CPU and 4 GB RAM. The Docker containers ran on an Ubuntu 18.04.5 machine equipped with 377 GB RAM and 80 CPUs, each having 20 cores. Each experiment comprised two containers communicating through a TCP raw socket. The first was a generator container that read the dataset from a file and sent the events through the socket at dynamic rates. The second was a processor container, that contained the core logic, including CEP and load shedding. All algorithms were implemented in Python 3.8.3.

Compared algorithms. We compared DARLING to a baseline algorithm and three state-of-the-art algorithms [48, 49, 58]:
- Random baseline - handles overload situations by randomly dropping partial matches from the system.
- eSPICE [48] - drops events from individual windows by using the event type and its position in the window to calculate the event utility for each window.
- hSPICE [49] - drops events from partial matches inside windows; they use the event type, its position inside the window, and the partial match state to calculate the event utility for each partial match in each window.
- ICDE’20 [58] - combines state-based and input-based techniques for load shedding. State-based shedding is achieved by choosing a “shedding set” with the lowest-utility PMs. After dropping all the PMs of the shedding set, input-based shedding is implemented by continuing to drop all the input events that are part of a PM in the shedding set. PMs are divided into classes of consumption and contribution values, using the event attributes as features. This algorithm is referred to as Zhao et. al. in Section 5.2.

Datasets. We used three real-world datasets in the experiments. The first dataset was taken from historical records of the NASDAQ stock market [1]. The data contains a one-year period of updates to stock prices, covering over 2500 stock identifiers with prices updated on a per-minute basis (409,622,891 events). Each event consists of a stock identifier (used as the event type), a timestamp, trading volume, and prices at open, close, high, and low points.

The second dataset was taken from the DEBS 2013 Grand Challenge [2]. The data originates from wireless sensors embedded in the soccer players’ shoes and a ball used during a single match; the data spans the duration of the entire game. The sensors for the players produced data at a frequency of 200Hz, while the sensor in the ball produced data at a frequency of 2000Hz. Each row in the dataset contains a sensor identifier, which is used for the event type, along with timestamp, location coordinates, velocity, and acceleration. This dataset contains 49,576,080 records.

The third dataset contains bus GPS data collected from across Dublin by the Dublin City Council’s traffic control [3]; the data spans a one-month period and covers more than 80 line IDs, which were used as event types. This dataset contains 33,097,325 records and each record includes a timestamp and 11 additional attributes updated every few seconds or milliseconds. We augmented the data with the distance of the bus from Dublin city center.

<table>
<thead>
<tr>
<th>Stocks Queries - A</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q^A_1 ) SEQ(( Si, S2, ..., Sn))</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {2,n} : S_i \text{ volume} &gt; S_{i-1} \text{ volume} \times C )</td>
</tr>
<tr>
<td>( Q^A_2 ) SEQ(( S1, ..., KLEENE(Sj), ..., Sn))</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {2,n} : S_{i-1} \text{ open} &gt; S_{i-1} \text{ open} \times C )</td>
</tr>
<tr>
<td>( Q^A_3 ) SEQ(( S1, ..., NEG(Sj), ..., Sn)) WHERE ( S_j \text{ open} &lt; X ) AND ( \forall i \in {2,n} : S_{i-1} \text{ open} &gt; S_{i-1} \text{ open} \times C )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soccer Queries - B</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q^B_1 ) SEQ(GoalB, Ball, GoalA) WHERE dist(GoalB, Ball) &lt; X AND GoalB.v &gt; GoalA.v \times C</td>
</tr>
<tr>
<td>( Q^B_2 ) SEQ(Goal, D1, ..., Dn)</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {1,n} : \text{ dist}(\text{Goal}, D_i) &lt; X )</td>
</tr>
<tr>
<td>( Q^B_3 ) SEQ(Goal, D1, ..., KLEENE(Dj), ..., Dn)</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {1,n} : D_{i-1}.v &lt; D_i.v )</td>
</tr>
<tr>
<td>( Q^B_4 ) SEQ(GoalB, NEG(GoalA), Ball)</td>
</tr>
<tr>
<td>WHERE ( \text{ dist}(\text{GoalB, Ball}) &lt; X ) AND GoalA.v \times C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bus Queries - C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q^C_1 ) SEQ(L1, L2, ..., Ln)</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {2,n} : L_i \text{ dist} &gt; L_{i-1} \text{ dist} \times C )</td>
</tr>
<tr>
<td>( Q^C_2 ) SEQ(L1, ..., KLEENE(Lj), ..., Ln)</td>
</tr>
<tr>
<td>WHERE ( \forall i \in {2,n} : L_i \text{ dist} &gt; L_{i-1} \text{ dist} \times C )</td>
</tr>
<tr>
<td>( Q^C_3 ) SEQ(L1, ..., NEG(Lj), ..., Ln)</td>
</tr>
<tr>
<td>WHERE ( L_j \text{ delay} &gt; X ) AND ( \forall i \in {2,n} : L_i \text{ dist} &gt; L_{i-1} \text{ dist} \times C )</td>
</tr>
</tbody>
</table>

Table 1: Real-world queries for the experiments. Each query operates within a time window of 60 minutes for the stock dataset, \( 5 \times 10^{10} \) picoseconds for the soccer dataset, and \( 10^7 \) milliseconds for the bus dataset.

Queries: Table 1 lists the query templates used for each dataset. In the stock dataset, \( Q^A_1 \) is a query template that represents a sequence of n stock symbols whose trading volume is increasing by a factor of C. \( Q^A_2 \) represents a sequence of stock symbols with a Kleene closure operator, where the open value increases by a factor of C. \( Q^A_3 \) represents a sequence of n - 1 stocks without Sj, or with Sj having Sj.open < X. These patterns may imply different relations and correlations between the participating stocks.

In the soccer game queries, \( Q^B_1 \) represents a sequence for the goalkeeper of team A, a ball event, and the goalkeeper of team B, where the ball is closer to goalkeeper B and the speed of goalkeeper B is higher than the speed of goalkeeper A, hence, team A may score a goal against team B. \( Q^B_2 \) represents the sequence of a goalkeeper and n defenders from that team; it detects when the distance of all defenders is less than X from the goalkeeper, meaning no possible goal. \( Q^B_3 \) represents the sequence of a goalkeeper and n defenders whose velocity is increasing, and includes a Kleene closure operator. \( Q^B_4 \) detects a sequence of goalkeeper B and the ball, where there is either no event of goalkeeper A between them, or one exists but goalkeeper A’s velocity is lower than C. These patterns monitor real-time actions such as possible goal (\( Q^B_1 \), \( Q^B_2 \) and \( Q^B_3 \)) and defense actions (\( Q^B_2 \) and \( Q^B_3 \)).

In the bus dataset, queries \( Q^C_1 \) and \( Q^C_2 \) detect a sequence of n line IDs with increasing distance from Dublin center. \( Q^C_2 \) also contains a Kleene closure. \( Q^C_3 \) detects a sequence of n lines with increased
distance from the center but does not include \( L_j \), or includes \( L_j \) only when its delay is greater than \( X \). These patterns monitor real-time bus trajectories with the Dublin center as a reference point.

The results displayed are the average of multiple independent runs. Statistical significance is shown using error bars, which represent the standard deviation. The maximum standard deviation observed for DARLING was 6% in percentage of detected matches, 12% in latency, and 3% in peak memory consumption.

**Implementation details.** All algorithms were applied on a left-deep [33] skip-till-any-match [56] tree evaluation mechanism [37].

Unless stated otherwise, the latency bound \( L_{\text{max}} \) for each experiment was 1.5 seconds. For all the experiments, we started dropping events after 80% of the input event stream (\( N_{\text{in}} \)) was full (\( \beta = 0.8 \)).

A warm-up phase preceded the experiments, allowing each algorithm to calculate its statistics and models. During the warm-up phase, no events were dropped. In overload mode (Figures 6, 7, and 8), we sent 70% of the data as load using 4 peaks of 30%, 10%, 20%, and 10%. We create the overload by increasing the predefined arrival rates for these portions of the data by a factor of 1000. The remaining 30% of the data was sent between the load peaks, at the predefined, non-overload arrival rates. We decided to use 4 peaks for the load after we measured the experimental metrics as a function of the number of load peaks and found it to have a limited effect on the performance.

**Experimental metrics and parameters.** We tested the following performance metrics: (1) percentage of detected matches as defined in Equation (4), (2) latency as defined in Equation (2), and (3) peak memory consumption, the maximum memory required by the system during evaluation. The experimental parameters included: (1) pattern length, the number of event types participating in the pattern; (2) average window size, the average number of events from the pattern that appear in each window; (3) average number of partial matches inside each window; and (4) overload rate. When calculating the percentage of detected matches, we did not consider matches whose latency exceeded 30 minutes. Consequently, the upper limit is 1800 seconds in the latency graphs for overload.

### 5.2 Experimental Results

In our first experiment, we measured the percentage of matches detected by each algorithm in an overload mode, as a function of the experimental parameters.

For the varying window size parameters ((a), (d), (f), Figure 6), DARLING detected a higher percentage of matches by up to a factor of 23, 158, and 71; these were achieved for the largest window sizes in the stock, bus, and soccer datasets, respectively. Increasing the window size results in more PMs created inside each window and more overlapping between windows.

For each event, eSPICE calculates a different utility value for every window in which it appears, and hSPICE calculates a different utility value for each relevant partial match in these windows. Both eSPICE and hSPICE prevent processing the event within the window or with the PM if the corresponding utility value is below some threshold. The process of calculating utility values for each window or PM is time-consuming and uses up valuable processing time that could otherwise be used for the pattern detection process. In Zhao et. al., increasing the window size leads to more PMs that need to be classified. The exponential number of PMs creates an excess load that should be dropped resulting in more classes of PMs in the shedding set being dropped. Since the input-based technique drops events that appeared in some PM in the shedding set, it potentially drops also important events. The bigger the shedding set, the higher the risk of dropping important input-events. The more overlapping windows and PMs that exist, the more processing time is used for both the pattern detection process and the load shedding decision, resulting in the need for more shedding.

In contrast, DARLING computes a single utility value per event; the processing time for calculating this utility value does not depend on the number of PMs or the number of windows containing the event. The combination of carrying out the load shedding decision upon the arrival of an event according to the global and local constraints on the buffer sizes, and the lightweight calculation of a single utility value per event that properly reflects its importance to the system output, makes DARLING scalable and efficient.
We also observed that DARLING outperformed the other algorithms in terms of the average number of partial matches per window ((c),(h),(i), Figure 6) by a factor of 7 to 8 in the stock dataset, 5 to 8 in the bus dataset, and 37 to 46 in the soccer dataset. The displayed results are compatible with the above discussion. A large number of PMs in the system state can considerably impair the system performance by increasing the processing time for each event. Therefore, for a larger amount of PMs more shedding is needed.

The pattern length also affects the rate of detected matches ((b),(e),(g), Figure 6). DARLING achieved a higher percentage of matches by a factor of up to 10, 4540, and 20 for stock, bus, and soccer datasets, respectively. Moreover, for patterns of length 7, it achieved a higher percentage of matches by factor of 3, 4540, and 10 for stock, bus, and soccer datasets, respectively. For the stock and the soccer datasets ((g),(e), Figure 6) we generated longer patterns by adding event types with similar arrival rates to the sequence.

When the pattern gets longer, more PMs are generated hence more shedding is needed. These extended patterns enabled us to examine our load shedding under more rigorous conditions. In the bus dataset (b), Figure 6), we noticed a rise in the rate of detected matches for pattern lengths greater than 5. This occurred because we appended event types with lower arrival rates to the sequence to create pattern lengths greater than 5; these events do not significantly increase the processing time but do result in fewer matches per window. Since DARLING considers the arrival rate of event types when determining the local buffers constraints (Section 4.2), it does not drop the lower-rate events entirely, and therefore remains able to detect a higher percentage of matches. We further observed that although more PMs were created in longer patterns, DARLING was capable of increasing the percentage of matches due to its data-aware utility calculation and the local constraints.

Figure 7 depicts the effect of the experimental parameters on the average detection latency under overload. Recall that we defined a latency bound of $L_{\text{max}} = 1.5$ seconds, and that a match is expired if its latency exceeds 30 minutes. While DARLING achieved the lowest detection latency under all experimental parameters and did not exceed $L_{\text{max}}$, the other compared algorithms struggled to maintain the given latency bound.

As the window size increased ((a),(d),(f), Figure 7), the detection latency of state-of-the-art and the baseline algorithms increased. Here, for the largest window size, the latency for DARLING was 21, 40, and 52 times lower than that of the lowest-latency algorithm for the stock, bus, and soccer datasets, respectively.

When the pattern length increased ((b),(e),(g), Figure 7), the detection latency of the other compared algorithms increased, and DARLING outperformed the lowest-latency algorithm by up to a factor of 97, 101, and 34 for the stock, bus, and soccer datasets, respectively. As the pattern gets longer, the number of PMs and the window size increase. Moreover, the more event types that exist in the pattern, the more events being queued, and the higher the detection latency, which depends on the queue size (Section 4.2.1). Since DARLING drops events upon their arrival to the system and performs fast load shedding decisions (Section 4.4), it manages to maintain a fixed size for the queues and preserve the given latency bound. In Figure 7(b) for pattern lengths 7 and 8, the detection latency of eSPICE, hSPICE, and the baseline algorithms is 0, because they did not manage to find any matches. This also applies to Zhao et. al. for a pattern length of 8. Similarly, in Figure 7(g) for a pattern length of 7, the detection latency of hSPICE drops dramatically. This occurs because it found a very small percentage of matches at the beginning of the experiment, when fewer events accumulated in the queues, resulting in smaller latencies.

Under the same number of partial matches per window ((c),(h),(i), Figure 7), the lowest average detection latency for DARLING was 30, 9, and 4 times smaller than the lowest-latency algorithm for the stock, bus, and soccer datasets, respectively.

Figure 8 presents the peak memory consumption comparison. The number of partial matches formed is the most dominant contributor to the memory consumption and is greatly influenced by the load shedding decisions of the algorithm. The memory consumption of the auxiliary data structures in DARLING (Section 4.4) grows linearly with the pattern length and window size, whereas the number of partial matches grows exponentially with both these parameters. Therefore, the memory overhead of these data structures was only 0.03% on average. In most of the experiments, the
peak memory usage of DARLING was lower than the peak memory used by the other algorithms. However, in the soccer dataset, which is characterized by higher arrival rates and considerably more partial matches ((d),(e),(i), Figure 8), the memory consumption for DARLING was higher. This can be explained by the fact that the other methods had significantly more shedding than DARLING due to longer processing time, and this decreased their peak memory consumption. Because Zhao et al. drops PMs after calculating the shedding set (i.e., after the PMs’ creation), its peak memory consumption is relatively high.

Figure 9 displays the system performance at a variable rate of overload. In these experiments, the generated load was continuous. To test its robustness, we set the arrival rate for DARLING in the overload portion of the data as 100 times higher than the other algorithms in the stock dataset, and 1000 times higher in the bus and soccer datasets. DARLING outperformed the other algorithms with respect to the percentage of detected matches ((a),(c),(e), Figure 9) in all datasets. DARLING also demonstrated a detection latency of 9, 7, and 911 times lower in the highest overload rate for the stock, bus, and soccer datasets, respectively. Moreover, DARLING preserves a relatively small latency bound when there is an increase in the load; the other algorithms showed increased latency.

A strong negative correlation between the percentage of found matches to the detection latency can be observed in Figure 9. As the overload rate grows, latencies grow and more events are being dropped, hence the percentage of matches found decreases. In addition, the close-to-zero slope in matches found by DARLING implies that the data-aware utility calculation does a good job of dropping the less important events and keeping the important ones.

The last set of experiments were aimed at measuring the overhead of the load shedding algorithm on the detection latency, when no events are being dropped. The results depicted in Figure 10 show that DARLING achieved the minimal detection latency, which was lower than the latency of the other algorithms by up to 4 orders of magnitude. This can be explained by the utility calculation in DARLING, which does not depend on the experimental parameters. In eSPICE and hSPICE the utility for an event is calculated per window and per PM, and depends on the experimental parameters. It therefore has a high overhead in a setting with overlapping windows and multiple PMs. Moreover, for Zhao et al., classifying PMs and input events is also time-consuming.
6 RELATED WORK

In recent years, complex event processing has become an increasingly important research field [17, 18, 22]. The success of earlier data stream management systems [5, 12, 15, 23] led to the development of many general-purpose CEP frameworks [7, 8, 13, 16, 37, 55]. A variety of CEP engines have also been developed [10, 14, 26, 29], alongside multiple CEP libraries [4, 19, 50]. Numerous techniques for optimizing CEP performance have been proposed [16, 19, 20, 28, 40, 55, 56], based on efficient pattern representations [9, 32, 35, 37, 42, 46], sub-expression sharing [9, 19, 34, 36, 43, 57], parallel evaluation [45] and more. These works are orthogonal to DARLING and could be activated by the system prior to load shedding.

Load shedding has gained much attention in the data stream processing domain [30, 31, 38, 39, 41, 44, 51, 53]. Some works [31, 38, 51] use the tuple content to determine its importance. In [51], the authors use random and semantic drops, and in [38] the authors use content-based filters for bounded approximations in answer to aggregate queries. In [31], they use concept-driven load shedding and in [44] high-latency tuples are considered less important. In [41, 53], the authors use reservoir sampling and stratified sampling. In [30] the authors addressed the problem of fair load shedding in federated stream processing systems by balancing the source information content (SIC) metric of different queries. The SIC metric quantifies the amount of source data that was used to create a given query result tuple.

To the best of our knowledge, all methods surveyed in the previous paragraph share common limitations that make them difficult to apply to a CEP setting. Namely, they focus either on aggregations or on two-relational equi-join queries. In aggregate queries, load shedding decisions are made per-tuple, independently of other tuples. However, in CEP, the load shedding decisions must capture the correlations and dependencies created by combining multiple data items. Existing solutions for two-relations equi-joins cannot be trivially adapted to CEP [33], which focuses mainly on complex multi-relational non-equijoins with models of causality and conceptual hierarchies that contain Kleene closure and negation.

DILoS/ALoMa [39] is the closest in spirit to our work. The authors combined scheduler and load shedder policies to manage stream processing queries of different priority classes. However, while DILoS/ALoMa focuses on "when" and "how much" to shed at the query-class level, DARLING also addresses the "what to shed" question at the event-type level.

Load shedding was recently adapted by CEP [27, 47–49, 58]. In [27], the authors propose integral load shedding, where events of a certain type are either all preserved or all shed, and fractional load shedding, where events are sampled uniformly at random. DARLING generalizes the above approach and makes it possible to shed events based on their importance rather than on frequency alone. In [47], a utility value is assigned to a partial match based on the probability of its completion and its remaining processing time. However, finding partial matches to drop requires iterating over an exponentially large set.

We refer to [48, 49, 58] as our baseline algorithms. eSPiCE [48] sheds events from windows, while hSPiCE [49] sheds events from PMs. Both methods assume a correlation between events of certain types at certain positions within a window. In [58], the authors propose a hybrid solution that first applies state-based load shedding; it calculates a "shedding set" of lowest-utility PMs to be dropped. The utility of a PM reflects its probability of completion and estimated processing cost. Then, they apply input-based load shedding by dropping all events that appear in some PM in the "shedding set".

7 CONCLUSIONS

In this paper, we studied the problem of load shedding in CEP systems. We formally defined the load shedding problem in CEP and presented DARLING, a novel and scalable load shedding mechanism for CEP. Our extensive experimental evaluation demonstrated significant improvements in performance as compared to the state-of-the-art methods. Our future research efforts will cover the directions presented in Section 4.5.
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